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Abstract

The Impact of Transportation I nfrastructure on the Colombian Economy
1905-1990: An Historical and Econometric Approach.

JEL: C23 C22 N76 N86

This paper measures some of the impacts that development in transportation infrastructure could
have on the Colombian economy during the period 1905-1990. The first section of the paper
analyzes the responsiveness of the economy to changes in transportation costs and changes in
transportation length network, by estimating the demand elasticities for railroads’ freight and
passenger services. This enables us to calculate the social savings on railroad freight. The lack of
data on highways' transportation rates and freight volumes narrows the analysis to the railway
sector alone. The second section studies the correlation between coffee expansions and
transportation infrastructure improvements. The hypothesis is that improvements in transportation
have been trigged by, and subsequently have contributed to, the expansion of coffee exports
during the first half of the twentieth century. To test this hypothesis a time series technique,
vector auto-regression (VAR) estimation, is implemented. The last section examines whether
declines in transportation costs, due to expansions in transportation infrastructure, can explain
reductions in the divergences of the agricultural prices gap among Colombian cities. The study of
this issue relies on cointegration analysis. Our main result is that railroads did not play an
overwhelming role in the Colombian economy. The main problem was the topographical
conditions of the country that made railroad constructions very costly, the lack of economic
resources, and the not competing forces of alternative transport modes. The results suggest that
even highways did not help draw the country together.



The Impact of Transportation I nfrastructure on the Colombian
Economy 1905-1990

1 Introduction

This paper measures some of the impacts that development in transportation infrastructure could
have on the Colombian economy. The first section analyzes the responsiveness of the economy to
changes in transportation costs and changes in transportation length network, by estimating the
demand elasticities for railroads' freight and passenger services. The lack of data on highways
transportation rates and freight volumes narrows the analysis to the railway sector alone. The
second section studies the correlation between coffee expansions and transportation infrastructure
improvements. The hypothesis is that improvements in transportation have been trigged by, and
subsequently have contributed to, the expansion of coffee exports during the first half of the
twentieth century. To test this hypothesis a time series technique, vector auto-regression (VAR)
estimation, is implemented. The last section examines whether declines in transportation costs,
due to expansions in transportation infrastructure, can explain reductions in the divergences of the
agricultural prices gap among Colombian cities. Our main result is that railroads did not play an
overwhelming role in the Colombian economy. The main problem was the topographical
conditions of the country that made railroad constructions very costly, the lack of economic
resources, and the not competing forces of alternative transport modes. The results suggest that

even highways did not help draw the country together.

2 Railroads Price elasticity of demand for freight and passenger transport services
estimations

To estimate the responsiveness of the economy to changes in transportation costs we need to
estimate price dasticity of demand for railroads freight and passenger services. This enables us
to calculate the social savings on railroad freight.

In Colombia railroad’ freight rates and passenger fares were steadily reduced as a
consequence of subsidies from the government. Because revenues came mainly from freight and

passenger fares, railroads net operating revenues were often insufficient to cover all the spending.
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In fact, net revenues were always negative after 1947. The hypothesis is that railroad rate
reductions were the primary cause for net losses of railroad revenues. To support this hypothesis
it is necessary to estimate price elasticity of demand for transportation service to see how the
demand responded to fare reductions. In particular, if the demand for transport services is elastic
then it would not be clear that reductions in the rates led to operating losses in the railroad
companies. We also want to estimate if railway transportation services were sensible to additions
in railroad tracks length, opening of new lines. Lastly, social savings are estimated to infer how

much the economy saved due to reductions in transportation cost.

2.1 Data

We assembled railroad data on total freight service per ton-km, passenger service per km, freight
rates, passenger fares, and railroad track length for fifteen railway companies for the period 1914-
1980. Our main sources of information are the official statistical yearbooks, the railroads national
council review, and the yearly memoirs of the ministry of public works. The study sample goes
up to 1980, since desegregated information by railroad companies is only available until that year.
Data for ton-km and passenger-km were only published since 1931. However, data for tons of
freight and number of passengers are available for early years. Then using this information and

information on average km we constructed these variables for the period 1914-1930.

On the other hand, data on variables that capturing network quality’ by railroad
companies such as number of stations, locomotives, freight cars, freight yards, doubly tracking,
signaling equipment, among others, are too sporadic to be used. As we will see below, to capture
network externalities we add to the regressions the total length of nationwide railroads and the
population of the department in which the railroad companies had tracks. The latter is a proxy to

control for the population of the regions connected by each railroad.

2.2 Econometric set up

The elasticity of demand for freight and passenger transport service is estimated for several

specifications, using annual data from fifteen companies for the period 1914-1980. The exercise

2D. Puffert (1992) emphasized therole of spatial dimensionality of network externalitiesin therailroad
system.
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starts by defining a constant price demand easticity specification for each given company i, i = 1,

... Nyinyeart,t=1, ..., T. Inlog form, we specify:

INQit = ap+ dnPy + AInKi + AnZy; + o5 + &, 1)

where:

Qi istotal freight servicein terms of ton-km.

Pi: isthe unit price: real freight rate per ton-km.

Ki is kilometers of railroad track in operation.

Z;i isthe set of control variables for other determinants of demand.

o isacompany effect.

¢ isthe price elasticity of demand for freight, i.e,, Z:Lg =g<0.
n
. . i . . 0InQ
B istherailroad track length elasticity of transportation demand, i.e; K- B>0
n

g istheresidual, and it is assumed to have mean zero E[e] = 0, and Var[g;] = o

The set of control variables, Z, includes real GDP, population, and the opening date of
each railroad that controls for the creation of railroads own demand for freight. The expected
effect is that older companies had a larger level of ton-km or passenger-km, because they had
more time to create their own demand.® Also we include a dummy for the companies that had
tracks in the coffee regions because it is expected that they carry higher volumes of freight.* We
also include the length of national highways® to control for inter-modal competition.® This
variable may also capture some network externalities between railroads and highways. To capture
the network externalities of the railroad system itself, we add the total length of nationwide

railroads and the population of the department in which each railroad company had tracks as other

% The idea of introducing this dummy variable in the specification came from Summerhill, W. (1996). He
estimated railroad demand function for freight in Brazil by 1887.

*McGreevey, W. (1975) classified the Antioquia, Cucuta, La Dorada, Girardot-Tolima, and the Pacifico
railroad as therailroads of the coffee regions. This dummy is only included in the estimation of the freight
demand function.

® Data on highways' length are published after 1930, thus estimations with this variable were only made for
periods after that date.

® A better indicator of inter modal competition could be the unit prices that trucks and buses companies
charge for freight and passenger transportation service. Unfortunately, a complete information is not
available.
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control variables. Finally, equation (1) is aso used for estimating the demand function for
passenger transportation service, in which Q is total passenger per km, and P is the real passenger
fare per km.

The estimation of (1) assumes that prices are exogenous, or they are not controlled by
supply shifts, because the observed fares are regulated prices. However, in later estimations this
assumption is relaxed.

Two parametric approaches are used. The first uses pooled data equations, which assume
that the intercept is the same across companies. The second approach uses fixed effects equations,
which assume each railroad has a separate intercept.

Individual effects, o, can be fixed or random.” The random effect model is excluded
because: i) there are not enough degrees of freedom to get consistent between estimator, and ii)
the sample of individuals is equal to the population (the fifteen railroad companies).®

The model of fixed effects eliminates all the time invariant variables, which in this study
case are dummy variables. The presence of fixed effects is usually evaluated by means of the
common slope test, which is an F test based on the restricted (pooled) and unrestricted (fixed)
sum of square residuals,’ where the null is the common intercept hypothesis. The rejection of the
null favors the model of fixed effects. In addition, all panel estimations took into account the
correction for heteroscedasticity across and within pands. ™

An extension of (1) is to allow endogenous prices for freight and passenger transport

services. Then instrumental variables are used in the estimation of both pooled and fixed effects

” The within estimation fixes the individual effects by transforming the data into deviation from the mean,
and the between estimation transforms the data into means. Then, GL S regression combines the information
of within and between estimations to obtain the random effect. Following Green (1993) the basic
heterogeneity modd can be written as Y= o+ X1+ ¢ where the individual effects are present in o, To
obtain the random effect specification the equation can be reformulated as Yi= o+ S X+ gt 14 where g4 is
the random disturbance characterizing the i observation and it is constant through time. To run the GLS
regression the data need a transformation through the variance component « =1— (o, /01), where o%. = €e
/(NT-N-K ) from the within estimation, and ¢, = T.V V' / (N-K) from the between estimations

8 According to Green (1993) the random effects modd is appropriate when the population islarge. Then the
sample of individuals can be randomly withdrawn from the population.

® The Ftest is of the form:
o (S-Sw/(N-Y)

©Su/[N(T-1)-K)
residuals.

See Judge G. et al. (1985), and Hsiao C. (1995).
19 Heterocedasticity was tested through the White heterocedasticity test.

where: & = restricted sum of squared residuals, Su = unrestricted sum of sguared
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estimations (i.e, within two least square estimations). Besides the exogenous variables in the
model the set of instruments for rate includes the rate lagged one period, and a group of dummy
variables. This group includes a dummy for railroad ownership (i.e, if the railroad is owned by
the nation or by the private sector), a dummy for the period in which railroads were administrated

by the National Railroad Administrative Council™

, and a dummy for the period in which the
railroads financed with the American indemnity for the separation of Panama™ entered in
operation.

A second functional form is based on non-constant price elasticity model. This
specification assumes a quadratic term in prices. Using the same definitions as before the non-

constant model is given by:
INQit = agt dnPit AInKict AnZict @InP;- INKic+ golnP;- InZit S [InP]?+ & (2)

wherethe price elasticity of demand for freight is given by the following parametric equation:

2InQ
——=¢+¢,InK+¢,InZ+25InP
AInP ~ 7
and the railroad track length elasticity of transportation demand is
2InQ
=f+¢InP
oink P

This specification is employed using both exogenous and endogenous rates. Testing the
functional form of the demand functions, constant price easticity against non-constant price
elasticity, is done through Wald' s tests.

2.3 Reaults

™ The National Railroad Administrative Council (Consgjo Administrativo de los Ferrocarriles Nacionales)
was created in 1931. The Council has the function of organizing, regulating al the issues related with
railroad constructions and maintenance. It isimportant to mention that the Council decided that rates and
fares should be fixed according to social public interest rather than to railroad profit maximization.
Therefore, the Council reduced both freight and passenger fares.

12 During the government of Pedro Nel Ospina (1922-1926), the United States paid to the Colombian
Government US$25,000,000 as an indemnity for the separation of Panama (that took place in 1903). This
indemnity was awindfall gain for the economy that joined with an increase in the internationa coffee price
in 1924 and the insertion of the country in the financial world markets contributed to end the recession of
the early twenties. Large percentage of the resources from the indemnity were oriented towards public
works constructions, especially to transportation infrastructure.



The estimations of demand elasticities are carried out for 1914-1980 period. This sample is
divided in three sub-periods. They are broken according to the main institutional changes in the
development of railroad infrastructure in Colombia. The first includes the years from 1914 to
1930. This period is characterized by an active and strong government support in the building of
the main track lines.® The second phase goes from the thirties to the mid-fifties," which the
completion of some lines, and the changes in government transportation policy in favor of
highway constructions are the main features of that period. In addition, during these years the
National Railroad Administrative Council was created and the policy of low rates were fully
implemented. The last,™ covers from the mid-fifties up to the eighties in which railroads become
a state enterprise known as Ferrocarriles Nacionales and all the railroads were nationalized.

The exercise starts contrasting the null hypothesis of homogeneous intercepts against the
fixed effects model in which individual differences are captured by the regression intercept. In the
presence of heterogeneous individuals the pooled OLS estimations may lead to serious bias.'®
Thus, the fixed effects model yields unbiased estimators because it controls by non-observable
variables associated with each company characteristics. For all periods, the results from the F-test
rgect the hypothesis of homogenous intercepts in favor of the fixed effects. Regarding the
functional form the results from the Wald's test indicate that the null hypothesis of constant price
elasticity is not rejected.” In sum, the relevant results on the demand elasticity parameter come
from the fixed effects, and the constant price elasticity specification.

Table 1 shows a summary of the results of freight and passenger demand easticities.'®
Column (2) and (6) has the results from the fixed effect estimations based on the constant price

3 The Antioquia, Barranquilla, Caldas, Cartagena, Norte section 1 and 2, Cucuta, Cundinamarca, Girardot,
La Dorada, Magdalena, Pacifico Sur, Narifio and Nordeste railroads constituted the panel units for the first
period.

14 The panel unitsthat areincluded in the second period are the Antioquia, Barranquilla, Caldas, Cartagena,
Norte section 1 and 2, Cucuta, Cundinamarca, Girardot, La Dorada, Magdalena, Nordeste, Narifio and
Pacifico railroads.

'* The panel unitsincluded in this period are the Antioquia, Centrales, Magdal ena and Pacifico railroads.
16 See, Hsiao C. (1995).

7 We estimate the non-constant price elasticity for the entire period. Then, based on these coefficients,
elagticities for each sub-period are evaluated at the means of the explanatory variables.

18 Ramirez Maria Teresa (1999) presents the complete results from the constant price dasticity for the
pooled and fixed effects estimations.
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elasticity model. In particular, the former reports the inferences when exogenous prices are
assumed, while the latter shows the estimations for the case of endogenous prices.

For the entire sample, the demand for freight and passenger transportation tends to be
inelastic to changes in rates.’ In fact, the dasticity for freight is —0.81 and —0.96, when rates are
considered exogenous and endogenous respectively. Concerning passengers, that eadticity is
lower [-0.58 and —0.66]. These results suggest that the government’s policy of reducing rates did
not attract substantial increments in the volume of freight and passengers. Rates were set below
the optimal level, because public authorities set them according to social service criteria rather
than monaopolists' profit maximizing prices. Thus, railroads operated in the inelastic proportion of
their demand curves. Regarding railroad tracks, transport service for freight is dastic to tracks
length [1.63 and 1.66], while transport service for passenger isnot [0.69 to 0.72].

In addition, it is important to analyze by periods the railroad’s activity. The evolution of
the operating revenues is a good indicator for that purpose.®® Graph 1 depicts that revenues had a
positive trend from 1915 to 1946.” Thereafter, that trend is decreasing.” In particular, from 1915
to 1930 railroads operating revenues grew at annual rate of 7.5%, along with an increase in the
operating capacity. In fact, the transported freight grew on average in ton-km in 15% per-year,
and passenger movement grew 18%. Nonetheless, between 1931-1946 revenues grew only 3%
per-year. During this period new railroads entered in operation. These projects were financed with
the American Indemnity resources and external debt.”® Despite this network extension, railroad
revenues were less than half of those in the previous period; the growth rate fell to 8% per-year in
freight and 7% for passengers (graph 4). The demand elasticity also fdl for this period. The price
elasticity for freight is considerably lower [-0.18 and —0.38] than those reported for 1914-1930
period [-0.44 and —0.54].** In contrast, the demand easticity for passengers was slightly higher

¥ Thisresult is according to theinternational evidence. Oum Tae. H. et al. (1990) concluded from a survey
of estimates of price dasticities of demand for transport that since transportation is a derived demand, it is
not surprising that it tendsto beinelastic.

% See GOmMez, A. (1982).
% The annual rate of growth was 5.4% for total railroads, and 8.2% for national railroads.

2 The years after 1946 were characterized by the nationalization of the railway system that resultsin large
reduction in railroad rates .

2 For instance, four national railroads, which their construction started in the previous decade, were opened
in 1931.

24 summerhill, W. (1996) found that the price elasticity of demand for railroad transportation in Brazil by
1887 was—0.7. Coatsworth, J. (1976) found that this elasticity was —0.558 in Mexico by 1910.
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passing from —0.58 to —0.67 between both periods when prices are exogenous, and from —0.59 to
—0.88 when prices are endogenous in the system. Regarding the demand easticity for railroad
tracks, this coefficient fell drastically between these periods for both freight and passengers (table
1).

The above results suggest that the economy responded in large magnitude to the earlier
railroad expansion, while the later additions in track length had only a moderate impact on
railroad’ s transportation services. In fact, according to graph 2c the last expansion of railroads
tracks did not increase the volume of freight. The average ton-km by line was almost constant
between 1914 and 1942. At least two arguments explain this outcome. The first one is associated
with the development of highway construction since 1930. Highways gave competitive pressure
to railroads with higher quality service, providing more coverage and flexibility, despite higher
fares (table 2).” Second, the economic situation in both domestic and international markets
created a sharp drop in Colombia's international trade, due to i) the economic recession of the
thirties, and ii) World War I1. In sum, railroad companies were not able to sustain their own
demand or create a new one. The drop in the demand easticity also reflects the relative

inefficiency of Colombian railroads.

After 1955, freight price dasticity and track elasticity are much more eastic than in
previous periods (table 1), while passenger price elasticity remained the same. This result is
mainly explained by the construction of the Atlantic Railroad, which connected new strategic
regions to the nation’s capital.

Regarding the other control variables, it is important to mention that, in general, the total
length of nationwide railroads was not significant in the estimations while population by
department was significant with the expected sign in the equations of passenger demand; and the
length of national highways was also significant with the expected sign in both freight and

passenger demand equations.

2.4 Social Savings Estimation

According to Robert Fogel (1964) the social saving methodology consists in calculating in any
year the difference between the actual cost of shipping goods in that year and the alternative cost

% See Memorias del Ministerio de Obras Plblicasy Transporte during the 1930's.
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of shipping exactly the same bundle of goods without the railroads.® He used this methodol ogy to
evaluate the proposition that railroads were indispensable to American economic growth during
the nineteenth century. He found that railroads did not make an overwhelming contribution to
American economic growth.”” After Fogel’s study, the counter-factual methodology, social
savings estimations, was applied to different countries by a large number of researchers.®
However, social savings methodology has generated large controversy because its calculation
assumes a counter-factual scenario that involves very strong assumptions.® Despite the criticisms
on this methodology,® we decided to calculate the social saving for 1927 because i) there is a
complete information on rates for this year, and ii) social saving estimations keep in accordance
with the new line of research on railroads, and allow us to contrast the Colombian experience
with other studies.

Railroads in Colombia were constructed with the purpose to connect productive regions
with the Magdalena River,® and then with seaports. For this reason, railroads were a
complementary system to fluvial transportation® rather than a substitute. Indeed, railroads were
mainly a substitute to the costly earlier land transportation, say mules, human porters and animal-
drawn carts.

Table 2 presents the rates by mode of transportation taken from different sources. For
instance, McGreevey (1975) calculated that the average rate for freight transportation by mule
between 1845-1930 was $0.416 per ton-km, while the average rate for freight transportation by

% See also, P. O'Brien (1977).

% Fogel (1964) states that “ Economic growth was a consequence of knowledge acquired in the course of
the scientific revolution of the seventeenth, eighteenth and nineteenth centuries. This knowledge provided
the basis for amultiplicity of innovations that were applied to a broad spectrum of economic process. The
effectiveness of the innovations was facilited by political, geographic and socia rearrangements. All of
these developments began before of the birth of the railroad and the railroad was not needed for
transformation in economic life that followed from them”. (Page 235).

BEor ingtances, John Coatsworth (1981) estimated the social savings of railroads in Mexico, William
McGreevey (1975) calculate the social savings for Colombia’s coffee railroads, Antonio Gomez Mendoza
(1982) for Spain, William Summerhill (1996) for Brazil, G. R. Hawke (1970) among others.

% For a survey on this controversy, see Fogel, R. (1979).

% cCalculations of social savings on backward economies received major criticisms. For instance, G.
Toniolo (1983) stated that the social savings approach is not fruitful for the study of the contribution of
railways to the economic growth in backward economies (page 227).

% The Magdalena River is the main navigableriver in Colombia

% Graph 5 shows the in spite of railroads constructions freight transported by the Magdalena River
presented a positive tendency.
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railroads between 1905-1929 was $0.15 per ton-km. According to the Ministry of Public Works®
in 1927 the rates for freight by mode of transportation were by human porters $1 per ton-km, by
mules $0.4 per ton-km, by animal-drawn wagons $0.2 per ton-km, by the Magdalena River
$0.024 per ton-km, and by railroads $0.05 per ton-km. Thus, transportation rates by animal-drawn
wagons were four times larger than railroads’ rates, and mules’ rates were eight times larger. It is
important to note that the Magdalena River’s freight rates were always lower than railroads’ rates.

Social savings generated by railroads are calculated based on the above information.
Table 3 presents the estimations for 1927. This year seems a good choice since the government
strongly supported the construction and maintenance of railroads, and the alternative modes to
railroad transportation were still mules and animal drawn carts.

The results indicate that by 1927 the social savings represented 7.8% of the GDP,
assuming that mules were the alternative mode of transportation to railroads, and 3.37% of the
GDP, assuming that animal-drawn carts were the alternative mode. Comparing these values with
theinternational evidence, their magnitude is very similar to those estimated for the United States
for the nineteenth century (see Fogel, 1964 and Fishlow, 1965). These values are higher than
those calculated by William McGreevey (1975) for the Colombian coffee railroads of 3.2% of the
GDP in 1924, assuming mules as the main aternative mode of transportation to railroads.
However, they are considerably lower than the estimated social savings for countries with pre-rail
conditions similar to Colombia. For instance, William Summerhill (1996) estimated a social
saving for the Brazilian Railroads of 5% of the GDP for 1887, and 22% of GDP for 1913, and
John Coatsworth (1976) estimated a social saving for Mexico equal to 24% of the GDP for 1910.

Finally, one of the main criticisms to the social saving methodology is that in its
calculation a price dasticity of demand is assumed equal to 0. To correct for this problem Fogel

1-e _
1979) proposed to adjust the social saving as. 2= —% ~1  for =1, where S, is the true
prop J g

s (1-8)(@-D)
social savings, Sis the social saving computed on the assumption that €=0, ¢ is the ratio between

the alternative mode of transportation rate and the railroad rate.

Following this suggestion, the social saving indicator for Colombia was adjusted
assuming a price dasticity of demand of [0.5|. The new result is a social saving of 4.11% of GDP
if mules were the alternative mode of transportation, and 2.25% of the GDP if animal-drawn cart

is assumed as the alternative mode of transportation. Adjusted for the same price easticity of

% See Memorias del Ministerio de Obras Piblicasy Transporte, 1927
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demand the social savings on railroads freight service in Mexico by 1910 was 16.6% of the GDP,
and the social savings in Brazil by 1913 was 11.2% of the GDP.* Again these values are
considerably higher than those estimated for Colombiain 1927.

This result suggests that the gains from railroads construction in Colombia were lower

than the gains in other countries with similar pre-rail transportation systems.

3 Link between railroads and the Colombian export sector: The coffee case

The economic historians have emphasized the existence of a close inter-relationship between
railroad development and the rise of coffee exports in Colombia. Most of the literature has
characterized that link as indispensable (Beyer, 1947, McGreevey, 1975, Urrutia, 1979, and
Poveda, 1986, among others)®. The literature emphasizes this interrelationship based on the fact
that former railroads were constructed with the purpose to move coffee to the ports. For example,
the Cucuta railroad constructed in 1888 crossed the main coffee zones at that time. Thus, to make
competitive coffee exports from other regions it was necessary to reduce the transportation cost
through railroad constructions.®

Historically, from the last years of the nineteenth century up to the beginning of 1990’s
coffee was the main exported commodity (Graph 6).%” The expansion of coffee production started
by the end of the 1880's and by 1898 the share of coffee in total exports was more than 50%.
However, coffee production declined during the one thousand days war (1899-1902), and only
by the mid 1910's did coffee exports reach again the observed values of 1898. The periods of
coffee expansions coincided with the impulse of railroad constructions. Beyer (1947) estimated
that 71% of the total kilometers of railroads by 1898, and 80% by 1914, were utilized for coffee
transportation (table 4). In addition, coffee exports represented more than 70% of total freight
moved by the Antioquia railroad in 1895, 70% of the total freight moved by the Girardot railroad

3 See Summerhill, W. (1997)

% For instance, Urrutia, M. (1979) states that “The coffee history is closely related with the railroad history.
Without coffee, railroads would not have been economically feasible, and coffee would not have been
expanded without railroads.”

% See Urrutia, M. (1979) and Poveda, G. (1986).

3" From 1942 to 1962 coffee represented more than 80% of the value of total exports and, until 1985 coffee
represented more than 50% of this value.



14

in 1908, and a similar percentage was observed for the Barranquilla railroad in 1891.%® These
figures have been used® to highlight the influence of railroads on the expansion of the coffee
sector. However, railway lengths were insufficient and unconnected among regions.
Consequently, these numbers have to be interpreted with caution. According to Palacios (1980),
by the 1910's mules continued to be the main means of transporting coffee.”

Figure 7 depicts railroad freight by sectors since the mid 1920’s. The graph shows that in
relative terms the agricultural economy was closely related with railroads. Agricultural
commodities represented 30% of the total volume of goods transported by rail in 1930's.
Hereafter, its share remained constant, around 25%, until 1970. Graph 8 depicts the quantity of
coffee shipped by railroads during the period 1926-1981. As we can observe, the absolute amount
of total coffee freight fell throughout the period. For instance, railroads shipped 518,412 tons of
coffee by 1946, while they only shipped 271,526 tons in 1966, and only 168,103 tons in 1978. In
addition, graph 8a shows the share of coffee in total railroad freight. By the end of 1920's the
share of coffee was 16%. Thereafter, it started to decline, and by 1961 that share represented 5%
of the total freight. One reason that explains such a decline was the appearance of truck
competition, which covered large parts of the coffee regions. Another factor was that the
Buenaventura port, located in the Pacific Ocean, became the main port for coffee exports. In fact,
more than 60% of coffee exports were shipped by the Pacific railroad to the Buenaventura port in
1950,* so the other coffee railroads™ lost their importance in transporting coffee. For instance,
the share of coffee in the total freight transported by the Antioquia railroad passed from 70% in
1895 to 20% in 1933 and to 7% in 1950. Similarly, for the Girardot railroad that share passed
from 70% in 1908 to 7% by 1950.%

To sum up, railroads appear to have played an important role in coffee expansions,

because early lines were constructed mainly to transport coffee™ The purpose of this section is

% See Beyer, 1947

% See Poveda Ramos, G. (1986).

“0 See Palacios, M. (1980)

! See Anuario General de Estadistica, several years.

“2 Such as the Antioquia Railroad, The Girardot Railroad, The Cadas Railroad, The Cucuta Railroad and
La Dorada Railroad.

3 Own calculations based on data from the Anuario General de Estadistica (several years).

“ As pointed out by Bayer(1947) the pattern to transport coffee during the XI1X century was fairly uniform:
from plantation to river by mule, from river port to coastal port by boats.
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not to determine if there was or was not a relation between railroads and coffee expansion.
Instead, the interest is in answering the questions: i) to what extent railroads affected coffee
expansions?, ii) How large were those effects?, iii) There was a two way causality? Or what was
the direction of the causality?

3.1 Data

Time series information are available for railroad tracks (in km) and coffee exports (in bags of 60
kilograms) from 1896 to 1990. However, the analysis is narrowed for the period 1904 to 1955, for
two reasons. First, during the one thousand days war (1899-1902) coffee’s crops were destroyed,
railroad construction was stopped, and railroad companies stopped operations. Second, because of
the consolidation of the highway system by mid 1950's, railroads lost their importance in coffee

transportation.

3.2 Reaults

This section employs time series techniques, Granger Causality tests and Vector Autoregresive
(VAR) estimations, to answer the above questions. To avoid the problem of spurious regression,
the starting point is to determine the stationarity of the series, that is, to evaluate if the series have
a unit root. These tests are carried out through the Augmented Dickey-Fuller (ADF) test.* Table
5 reports the results for the log of the volume of coffee exports and railroad track length.”® The
result indicates that the null hypothesis of a unit root is reected at 5% of significance for both
cases. Therefore, the series are stationary, i.e., 1(0).* Then, the Granger Causality test is used to

determine whether railroad constructions influenced coffee exports. Table 6 summarizes the

* The most general form of the ADF model is:

P

Ay, =ay+ot+y Y, + Z LAY, + &, , whereogisthe drift or intercept parameter, t is a linear
i=1

time term , ¢ is the error term, and p is the lag length. There must be as many lags of Ay, necessary to

whiten the errors. Under the null hypothesisy; = 0 meaning that the variable contains a unit root. For more

details on unit roots tests see for ingance Enders, W. (1995) and Harris, R. (1995).

“® Thelag structure was chosen according to the Akaike Information Criteria (AlC). The number of lags
must be the adequate to make the residual s be white noise, and pass the test of serial correlation and
normality.

" This result was confirmed through Phillips-Perron Tests.
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results.®® They suggest that there was a two-way relationship between these two variables, as the
literature has suggested. Coffee exports helped to explain the expansion in the railroads system,
and railroads helped to explain the expansion in coffee exports. This result is not surprising
because railroads were built to transport coffee to the ports. In addition, coffee was the
compensated freight for railroads that guaranteed their economic feasibility, at least in the first
years of operation. The following relevant question is to establish the magnitude of such effects.
The estimation of the following VAR system is carried out to study the dynamic interrelationship
between coffee exports and railroad track length for the period 1905-1955:

Vi= oa+ An(L)Yer+ A(L)Xa+ e (3)
X = a2+ Axn(L)Ye1t Az(L)Xe1+ o0 (4)

where y; isthelog of coffee exports during timet, x isthelog of railroad track length during time
t, o is the constant, A; are the polynomials in the lag operator L, and g4, & are the white-noise
error terms. An important issue is the determination of the optimal lag length. The ACI and the
SBC indicate that 2 lags are the most appropriate lags for the system.*

Graphs 9 and 10 depict the results from the impulse response function. In this case, the
impulse response function quantifies the effects of an initial shock of the railroad track length on
coffee exports, and the effects of a shock of coffee exports on the railroad length.® In the VAR
models the shocks are measured as a first period standard error shocks. To standardize the
response of one variable to the other, the units of the impulse response function are in terms of
residual’s standard deviation.

Graph 9 depicts the effects on railroad length of a one standard deviation shock to the

error term in the coffee export equation (). The vertical axis measures the response of the

“8 To carry out the test, it is necessary to determine the optimal lag length, since the results would be
sensible to the number of lags, p, included in the equations. The AIC sdlects alag length equal to two.

9 The selection of an optimal lag length has to guarantee white noise residuals.

* The identification issueit is very important here. To orthogonalized the innovation we used the Chol eski
decomposition. The order of the variable was: log of railroad tracks, log of coffee exports. However, in our
results the order of the variables had not qualitative effects since the contemporaneous correlation between
the errorsis very small (0.092). Therefore, in this case the order of the factorization makes little difference.

*1 We divide the response of a variable by the standard deviation of its residual variance. Then all the
responses are in fractions of standard deviations. This is the method used by the statistic package RATS.
See RATS user’s manual, version 4 (1996)
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shock, while the horizontal axis measures the time horizon following the shock. The results
indicate that increases in coffee exports affected positively railroad track length. That is,
expansions in coffee exports induce new construction or expansion in the railway system. After
one year of the innovation, railroads constructions began to increase, reaching their maximum
response at four years; after that the effects decline. However, the magnitude of this response is
low, because it represents at most one-third of the standard deviation.

Graph 10 plots response of coffee exports due to a shock in railroad tracks length.
Increasesin railroad length led increases in coffee exports. After four periods these effects start to
vanish. The magnitude of these effectsis also low (one-fifth of the standard deviation).

Table 7 presents the variance decompasition for a forecasting horizon of 10 years. The
variance decompasition of the error indicates what proportion of the movements in a series is due
to its own shocks against shocks to the other variables.® The results from Table 7 are consistent
with those from the impulse response function. At thefirst steps, much of the variance of the error
in both series is explained by their own shocks. After the third period, the series gain importance
in explaining each other’s innovations. For instance, the change in coffee explains 8.7% of the
forecast error variance of railroad length in the fourth period. Similarly, railroad length explains
7.4% of the forecast error variance of coffee exports. These amost symmetrical results confirm
the feedback relationship suggested by the results of the Granger Causality test.

The results suggest that there was a feedback relationship between coffee exports and
railroads’ expansions, but the magnitude of the response of one variable to changes in the other
was small. One reason is that the Colombian railway system had few and unconnected tracks that
could not substitute completely for the traditional means of transportation for coffee by land,
mules, at least during the first thirty years of the century. Then railroads were replaced by the
highway transportation system, and the importance of railroads in transport coffee declined
drastically. This result leads to the question of what was the interrelationship between highway
developments and coffee expansions?

The same procedure is applied for the log of coffee exports and kilometers of highways.
The exercise covers the period 1936-1990. Table 5b indicates that both series are stationary. The
second step is to estimate the VAR system. According to the ACI the optimal lag are 2 periods.
Graphs 11 and 12 plot the time path resulting from the impulse response function. In particular,
Graph 11 plots the effects on coffee exports of a one standard deviation change in highways

*2 See Enders (1995)
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length. Increases in highways' length lead to increases in coffee exports. The magnitude of this
effect is considerably larger than that produced by increasing railroads’ tracks. The coffee exports
response to changes in highway’s kilometers represents half of the standard deviation while the
response to changes in railroad tracks' kilometers is one-fifth of the standard deviation. On the
other hand, graph 12 plots the response of highway’s length to increases in coffee exports. The
graph indicates that increases in coffee exports affected positively the length of highway. One
interpretation could be that increases in coffee’s exports raised the economy’s income enhancing
investment highways. The results from the variance decomposition confirm the above results
(table 8). At period four, highway length explains 20% of the forecast error variance of coffee
exports, a larger percentage than that explained by railroad length (7.4%). In addition, the same
exerciseis applied for thelog of coffee exports and the log of highways plus railroads kilometers.
The estimations reported in graphs 13 and 14 confirm the above results.

In sum, the results from those exercises suggest that railroads did not play the
overwhelming role in the expansion of coffee exports in Colombia, in contrast to the traditional
hypothesis.

Finally, the construction of railroads favored the export sector in other Latin America
countries to a greater extent than in Colombia. In particular, larger gains took place in Mexico,
where half of the social savings on railroads freight services were attributed to the export sector.>
On the other hand, Summerhill (1995) points out that coffee growers in Brazil obtained large
benefits from the decrease in transport costs made possible by railroads, but over time, similar to

Colombia, the impulse to coffee production from cheap transport declined.>

4. Transportation’s infrastructure developments and its effects on market

integration: Convergencein agricultural commodity’s price among regions.

Developments in the transportation infrastructure lower the cost of freight and reduce commodity
prices in the market. In this way transportation’s developments link distant markets and reduce
the price gaps for the same commodity across regions. In other words, as a consequence of
reduction in transportation costs, commodity prices among regions tend to converge resulting in

an integration of the market. This is the hypothesis that this section attempts to test empirically

%3 See J. Coatsworth (1981)
% See W. Summerhill (1995), page 165.



19

for agricultural prices in Colombia. The primary result is that price dispersion across region
declined sharply during the thirties with the development of highway infrastructure, and the
expansion of the railway system, but after that no further major declines in inter-regional price

dispersion took place.

4.1 Data

To examine whether declines in transportation costs, due to expansions in transportation
infrastructure, can explain reductions in the divergences of agricultural prices among Colombian
cities, we assembled annual price series for eight agricultural commodities for the twelve larger
cities in the country. The goods in the sample are potato, rice, corn, sugar, salt, panela,” plantains
and red beans, which are typical components of a household consumer basket in Colombia;* and
the cities are Bogot4, Barranquilla, Bucaramanga, Cali, Manizales, Medellin, Pasto, Cartagena,
Cucuta, Naiva, Perdira and Villavicencio®. Our main sources of information are the Anuario
General de Estadistica de Colombia, the Anuario Estadistico del Ministerio de Agricultura, and
the Boletin Mensual de Estadistical del DANE. Price data were assembled for the period 1928-
1990.

4.2 Agricultural Price Convergencein Colombia: 1928-1990

In this section we are going to use three different approaches to measure agricultural price
convergence across main regions in Colombia. The first one is to examine the evolution of a
coefficient of variation among cities for each agricultural price series.® W. Summerhill (1995)
uses this approach to illustrate the degree of intra-regional market integration due to

transportation improvements that took place during the second half of the 19th century in Brazil >

* Panela is a kind of brown sugar that is compacted in small blocks. Panela is a commodity broadly
consumed in Colombia.

6 Actually, sugar, salt and panela are not indeed agricultural goods. Sugar and panela can be classified as
manufactured agricultural goods, while salt is a manufactured mineral good.

" Asin Slaughter (1995), it is assumed that city’s prices reflect the overall regional price. Of course, as he
pointed out rural prices probably exceed urban price because of additional transportation costs.

%8 The coefficient of variationsis defined as the standard deviation of the series divided by its mean.

% Because of data problems William Summerhill (1995) limited the analysis to the intra-regional price
convergence instead of theinter-regiona price convergence.
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To this end, he computes a coefficient of variations for local coffee prices among thirty-six
counties in the province of Sao Paulo. His main result is that intra-regional price dispersion fel
from 0.27 in 1854 t0 0.14 in 1906.%

Following this approach, we construct a coefficient of variation for eight agricultural
commodity prices among the twelve larger cities® of Colombia from 1928 to 1990. Table 9 and
Graph 15 illustrate the evolution of price dispersion among regions. The results suggest that inter-
regional price dispersion was substantial for the earlier years of the thirties. That large dispersion
could be the result of the deficiency in transportation infrastructure, partly because of
geographical barriers, that results in higher transportation costs* and isolation of the regions. The
lack of an adequate transportation infrastructure explains that the production of some
commodities was oriented mainly to supply local markets making the quantity of goods moved
across regions very small. However, during the thirties, the coefficient of variation declined
sharply. In fact, by the end of 1930's regional price dispersion was considerably smaller than in
the previous decade. For instance, the coefficients of variation of some agricultural pricesin 1938
were three times smaller than those recorded in 1928. This decline might be associated with the
development of highway infrastructure, and the consolidation of the railway network®, which
lowered freight fares and interconnected markets. From 1945 to 1990 coefficients of variations, in
general, maintained a rough constancy. This result suggests that no further major declines in
inter-regional price dispersion took place in Colombia.

In particular, graph 15 shows that panela and potatoes were the goods in which the
reductions in inter-regional price dispersion were larger. In fact, the coefficient of variation for
panela fell from 0.60 in 1928 to 0.17 in 1940, and for potatoes it fell from 0.41 in 1928 to 0.22 in
1940. It is important to mention that these two commodities are produced mainly in the central
region of country where major developments in transportation infrastructure took place. On the

other hand, the price of rice presented the smaller dispersions among cities. This result is

%0 See William Summerhill (1995), page 67
¢! Under the assumption that the price of each city represents the price of its own region.

%2 Higher transportation cost were also the results of higher charges imposed for transferring cargo, higher
terminal handling costs, and higher insurance rates. According to Currie (1950), the combination of these
costs raised 20 to 25 percent the transportation costs over what might otherwise be reasonably expected

(page 102).

%3 Saying that the railways system was consolidated by the end of the 1930's can be an exaggeration, since
Colombia had few and disperse railroads tracks compared with other countries, even countries with the
same level of devel opment.



21

explained by the fact that rice is produced is various regions of the country (mainly in Bolivar
(north), Tolima (center) and Meta (center-south)).

The second approach to examine whether there was commodity price equalization across
regions is to estimate the rate of price convergence among pairs of cities. To this end, we follow
M. Slaughter (1995) who estimates the commaodity price convergence that was induced by the
antebellum transportation revolution in the United States. The relation between pricesin region A
and B can be written as Ps= (1+C,q) Pa, Where cyq is the percentage ad-valorem transportation
costs, and Pa<Ps. Pg/Ps goes toward one when transportation costs approaches to zero. This
relation is estimated in terms of the log-linear regression specification: In(Ps/Pa)ii= o + St + &t
If p<0the series converges, if f >0 the series diverges. To estimate the equation, Slaughter
constructs price ratios for each chosen commodity in each city.* The ratios should be initially
greater than one so that convergence means that the ratios decline towards one. He finds a strong
convergence in each commodity ratio.® Then, he concludes that transportation revolution
strongly integrated product markets because it sharply cut interregional transportation cost by
building canals and railroads.®

We examine convergence among seven cities in Colombia. The cities represent six main
regions within the country. The central region is represented with Bogota, the west central with
Medellin and Manizales, the north with Barranquilla, the east with Bucaramanga, the west pacific
with Cali, and the south with Pasto. We chose these cities because besides that they represent the
major regions of the country; they have the larger time series coverage for the commodity prices.
The commodity price sample was reduced to panela, potatoes, corn, rice, sugar and salt. We drop
from the sample plantains and red beans because the time series for these goods are too sporadic,
i.e. these series do not have continuos coverage across cities for the study sample. In total we

construct twenty-one price ratios for each commodity. As we mention above, the ratios are

% He estimated commodity price convergence among six cities: Boston, New York, Philadelphia,
Charleston, New Orleans and Cincinnati.

% Slaughter (1995) also assumed specific transportation costs then the relation between prices in region A
and region B isgiven by Pg= P5+ c;, where csis the dollar specific transportation costs and again Pa<Psg.
Since the transportation revolution lowered ¢ then (Pg —Pa) approaches to zero when ¢, tends to zero. He
constructed price differences for each commodity in the six cities in the way that price differences should
be initially greater than zero. The econometric mode to be estimated is of the form (Pg —Pa)it =
A*exp(ftsy). In log-linear regression specification the equation became In(Ps —Pa)it = o +ft + & For each
price difference he used OLS to estimate S. He found strong convergence, since aimost al the price
differences converges towards zero.

% See Matthew Slaughter (1995), page 1.
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constructed to beinitially greater than one, so convergence is met when the ratios decline towards
one.”’

Tables 10 to 15 summarize the results for the convergence estimation between pairs of
cities, and graph 16 plots the actual and estimated price ratios. We estimate convergence rates (f3)
first for the entire period 1928-1990, and then for the 1950-1990 sub-period, when major
developments in highways infrastructure took place.

Table 10 reports the result for the potato price series. Potato prices are lower in Bogota
and Pasto, which are located in the main regions that produce this good. For the first period, only
eight price ratios converge towards one; two ratios diverges, and the coefficient of the other
eleven price ratios are not statistically significant. The magnitude of the estimated convergence
rate for all the eight price ratios that converge is very small. In fact, the range for the estimated
convergence rates varies from —-0.0075 to —0.0020. Taking for example the larger rate
(Cali/Manizales), the results indicate that this price ratio converged towards one at a rate of
0.75%. This means that the priceratio in 1990 had fallen to about 63% of its 1928 value; and the
half-life of convergence is about 92 years. Looking the ratios, the results suggest that in general
geographical proximity explain the convergence. It is the case of ratios such as
Bucaramanga/Bogotd, Cali/Bogotd, Medellin/Barranquilla, Cali/Manizales, Cali/Meddlin, and
ManizalesMedellin. Surprisingly, we did not find convergence between Manizales/Bogota and
Medellin/Bogota. It is important to highlight that none of the ratios that include Pasto converge
towards one. This means that there exists a segmented market for this commaodity.

The results for the sub-sample 1950-1990 are quite different. First, the rates of
convergence are, in general, larger than the rate for the entire period. In fact, the range for the
estimated convergence rates varies from —0.0011 to —0.0032. To compare the results, we take for
instance the Barranquilla/Bogota ratio. For the entire period, the rate of convergence is —0.0045.
This means that the price gap between the two cities vanishes 0.45% in one year, and the half-life
of convergence is about 150 years. While the results for the 1950-1990 sub-sample indicate that
the gap between the prices vanishes 1.1% per year, and the half-life of convergence is about 61
years. Two more results are also important. First, all the price ratios that include Barranquilla,
except for Barranquilla/Pasto, tend towards one. This result means that after the fifties the potato
price of Barranquilla tended to be equal to the potato price in other cities, as a result of

%7 See Matthew Slaughter (1995), page 11.
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improvements in the transportation network. Second, the potato price of Pasto diverges from the
potato price of all thecities. This result can be an evidence of market segmentation for this good.

Table 11 presents the results for the panela ratios. For the entire period twelve ratios
convergeto one; two ratios diverge; and seven are not statistically different from zero. In general,
the rate of convergence for the panela price is faster than for the potato price. The convergence
rates lie between -0.016 and —0.0021.The faster convergences are between Bogota and
Bucaramanga, and Bogoté and Cali, which are cities with good transportation networks. In those
cities, price ratios converged towards one at a rate of 1.5% per year. That is a price ratio in 1990
fell to about 41% of its 1934 level; and the half-life of convergence is about 46 years. The price
dispersion between Manizales and Bogota, and the lack of price convergence between Manizales
and Meddllin are two surprising results given their close geographical location. Again, the price
in Pasto, which is the most remote city within the sample, does not converge towards the price of
the other regions. For the 1950-1990 sub-sample, price six ratios tend to diverge in spite of their
closer location. It is the case of ManizalessMedellin, Bogot&M anizales, Bogota/Medellin.

Table 12 summarizes the results for rice ratios. Twelve ratios converge towards one.
However, therate of convergence is slower than for the panela prices. The magnitude of the rates
is between —0.0077 and —0.0021. The results of the sub-sample differ from the results of the
entire period mainly in the fact that during the 1950-1990 Bucaramanga did not converge towards
the price of the others cities. Table 13 presents the results for corn. Eleven price ratios between
pair of cities converge but at very slow rate. In fact, the rate values are between —0.012 and
—0.002. A puzzling result is the convergence between the prices of Pasto and Barranquilla since
these cities are located in the extreme part of the country. For the period 1950-1990, it is
important to highlight that the price of Bogota diverges at a rate near to 1% per year from the
prices in Manizales, Medellin and Pasto.

Table 14 presents the results for the price of salt convergence between pairs of cities.
Again the evidence for the entire sample suggests that Pasto is not integrated with the market of
other regions. However, for the 1950-1990 period the price from Pasto tends to converge towards
the price of Cali, Manizales and Medellin. Finally, table 15 shows the results for sugar. For the
entire period, there are deven ratios that converge to zero, but at very slow rate, even slower than
the rate of convergence for the others commodities. In this case the largest rate of convergence is

—0.0046. For the sub-sample the rates of convergence are slower, and there are only seven price
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ratios that converge. This evidence suggests that nationwide the markets for this good are not
integrated.

Finally, in the traditional empirical literature of economic growth, the convergence
hypothesisiis tested based on cross-section methods. In particular, the existence of convergence is
supported by the negative corrdation between countries’ initial per capita income and its rate of
growth®. Alternatively, Bernard and Durlauf (1991 and 1995) and Jordi Surifiach et al. (1995)
suggest the use of time series techniques such as unit root and cointegration analysis for testing
convergence. In particular, Bernard and Durlauf (1995) implement this approach to test
convergence of the per capita output across advance industrialized countries. Convergence is
defined when each country has identical long-run trends. Consequently, this definition leads to
the use of cointegration theory to establish long run equilibrium relationships. Using annual time
series of log real output per capita for fifteen industrialized countries they found no evidence of
convergence across countries®. In the same way, Jordi Surifiach et al. (1995) estimates the
convergence of commodities price among five Spanish regions (Comunidades Auténomas)™. The

results of such study suggest that thereis no evidence of price convergence™.
The relationship between an agricultural pricein two regions, can be expressed as™:
Pe =A Pjﬁ e ®)
where: i and j denote region, k indexes commaodity, t indexes time, and Ay = exp {} includes the
deterministic components. Taking logs (5) becomes
INPic= i+ fINPe+ & (6)

where S represents the variation of region i dueto changesinregionj.

%8 See Chapters 1 and 2 and Barro-Sala | Martin (1995)
% For details on definitions, tests, and results see Bernard and Durlauf (1991 and 1995).

" To estimate commodity price convergence among regions they used the monthly food's consumer price
index of five Comunidades Autonémas. Andaucia, Aragon, Cantabria, Catalufia, and Extremadura from
1978 to 1992. They also used cointegration techniques to estimate the convergence of the employment
levels among regionsin Spain.

™ The main difference between the two studies is that J. Surifiach et al.(1995) tests convergence of the
food’ s consumer price index between each region (Comunidad) and the average national magnitude and not
the convergence across regions. Conversely, Bernard and Durlauf (1991, 1995) test the convergence of the
per capita output across regions (countries).

2 This specification follows closdly J. Surifiach et al. (1995) except that they established the reation
between the regional series and the national series, not among regions as we say above.
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Equation (6) represents the linear equilibrium reationship when the series are
cointegrated. Therefore, prices have common trends and they can not move independently from
each other”, that is, there exists of a common evolution in the series’ long run behavior™, and
markets are geographically integrated. However, cointegration is not sufficient to determine
convergence. According to Surifiach et al. (1995) the magnitude and sign of 4 and ; will help to
know if there is a convergence or divergence in the prices among the regions™. To keep a
constant equilibrium relationship it is necessary that £ be equal to one. If this is the case, price
changes in region j will cause a proportional variation in region i's prices. Second, x4 will
measure inter-regional price difference if 4 = 1"°. We assume that 14 represents the transportation
costs that explains price's differences between two regions””. In sum, to achieve convergence it is
necessary that 4 = 1, and 4 goes to zero”.

To test for common trend and convergence the analysis rdies on the Johansen
cointegration technique. This procedure besides testing for common trend also allows to testing
for restrictions on the parameters”.

Table 16 shows the results from the Augmented Dickey-Fuller test™. The test results
suggest that none of the cities reject the null hypothesis of a unit root in prices. Therefore, price

" R. Harris (1995) stated that “ The economic interpretation of cointegration is that two (or more) series
are linked to form an equilibrium relationship spanning the long run, then even though the series
themselves may contain stochastic trends (i.e., be non-stationary) they will nevertheless move closdy
together over time and the difference between themwill be stable (i.e., Sationary)” (page 22).

™ In the case of per capita output Bernard and Durlauf (1991) stated that “ If log per capita output in
countriesi and j contain a stochastic trend, then long run growth in Y;;and Yj; is determined by a common
factor if Y and Y are cointegrated, i.e. there exists a congtant oz suchthat Y = p+ a Yj; + v, where v,
isstationary inlevels’, (page 5).

" Cointegration is required to guarantee along run convergence process, see Surifiach et al. (1995).

"® |n general, 14 measures the equilibrium proportion between the variables corrected by the elasticity (),
see Surifiach et al. (1995).

" Of course, transportation cost is not the only cause that make agricultural prices among region differ.
However, we assume herethat it isthe main cause.

8 Alternatively, Bernard and Durlauf (1991) used unit root to test stochastic convergence in per capita
output. They stated that: “log per capita output in country i converges to log per capita output in country j
if Yi; and Y have stochastic trends and if Y = Yj; + wj., where v, isstationary inlevels’. .

" This procedure has the advantages such as: i) it provides alternative means of testing for unit root on
each variable, ii) estimates all the cointegration vectors without imposing the restriction of the existence of
only one, and iii) alows endogenous variables in the cointegration relationship because its specification
came from a VAR model. For a good explanation of the Johansen procedure see J. Surifiach et al. (1995),
R. Harris (1995), W. Enders (1995), W. Charemza et d. (1997), and of course the original paper of S.
Johansen (1988).

8 The number of lags was chosen according to the Akaike Information Criteria (AIC).
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series are non-stationary. The next step is to perform the cointegration analysis because the series
have a unit root. The exercise is divided in two: i) tests for cointegration among pairs of cities,
and ii) tests for cointegration between each city and the nation. Tables 17a to 17f summarize the
results from the Johansen’s cointegration procedure for pairs of cities®. The first (17a) reports the
results for the potato price series. The results suggest that there exist a common trend in the price
of potatoes between pair of cities. In particular, bivariate cointegration relationships are found for
Bogota, Medellin, Cali and Manizales, cities located in the west and central part of the country,
while the remote cities, Barranquilla and Pasto, are only cointegrated with their closer neighbor.
For instance, Pasto is only cointegrated with Cali and Manizales, and Barranquilla is with
Medellin. Thus the result suggests that geographical proximity explain cointegration
relationships™. The evidence also suggest that nationwide the markets are not integrated On the
other hand, determine convergence column (9) and (11) present the likelihood ratio statistic (with
its p-value) for the null hypothesis of f=1 and n=0, respectively. In most cases, the unitary price
elasticity of potato between pair of cities is not rejected. However, the deterministic term, p, is
statistically different from zero®.

Table 17b reports the cointegration results for the panela’s price series. Two outcomes
are important to highlight. First, all cities are cointegrated, except Bucaramanga and Pasto.
Meaning that there are two segmented markets for this commodity. Second, the convergence

hypothesis fails for all the bivariate relationships.

8 Three methodological aspects are important to mention. First, the HQ and SC information criteria are
used to determine the appropriate number of lag (p). Second, although the results are only presented for the
trace dtatistic, the results from the maximal-eigenvalue statistic lead to the same conclusions. Third, to
determine which deterministic components include in the short and long run model the procedure proposed
by Johansen based on the Pantula principle is used (See Hansen and Jusdlius, 1995). There are three
possible ways to specify the moddl. Firg, the intercept is restricted the cointegrating space (Model 2 in
CATS). Second, the intercept isin the cointegrating space and the model allows for linear trend in the data
but is assumed that there are no trends in the cointegrating relations (model 3 in CATS). Third, it is the
same than modd 3 but a linear trend in the cointegration vector is alowed (model 4 in CATS). The
procedure consists in estimate the three models and the results are organized from the most restrictive
alternative (mode 2) trough to the least restrictive alternative (model 4). Then, compare the trace statistic
with its critical value from the most restrictive modd to least and stop only when for the first time the null
hypothesisis accepted (See Hansen and Jusdlius, 1995, and R. Harris, 1995). In our estimations the results
from this procedure are in amost all the cases in favor of model 3. Therefore, all tables present the results
from model 3, except in the case that we indicate the contrary.

8 Similarly, Bernard and Durlauf (1991) found that proximity and colonial ties can explain cointegration
relationships of the rate of growth among advance industrialized economies.

8 Therefore, thereisnot convergence. We only found convergence for the case Bogot&-Cali.
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Table 17c reports the cointegration results for rice price series. In this case, 10 pairs of
cities are cointegrated. Again the convergence hypothesis is rejected excepting for the pair
Barranquilla-Manizales. The results for salt prices areillustrated in Table 17d. In this case thereis
not cointegration for any pairs of cities. Table 17e describes the result for corn. In particular, 9
cointegration relationships between pairs of cities are found, and convergence is found for three
pairs of cities: Bucaramanga-Cali, Bucaramanga-Manizales and Manizales-Medellin. Last, Table
17f presents the results for sugar. Cointegration is found in 10 pairs of cities, and convergence is
found for three cases.

In sum, common trends are important for potato, panela and sugar. But, there is little
evidence to support the convergence hypothesis across cities.

The results from this section indicate that market integration in Colombia has been
limited and is still bound by the lack of adequate transportation networks. Therefore,
transportation costs have high weight in explaining price difference of the same commodity
across cities. In addition, the results suggest that there exist a group of cities, in particular the
three larger cities (Bogota, Cali, and Medellin) whose commodity prices have converged in the
long run. This is associated with that fact that the transportation system, in particular highways,
was developed mainly to join these markets and promote economic development in these regions.
However, prices converge at very slow rate, making the pace of market integration also very

slow.

5 Conclusion

Railroads did not play an overwhelming role in the Colombian economy, in contrast to other
Latin American countries with similar pre-rail transportation system such as Brazil and Mexico.
The social savings estimation indicates that the savings spanned by the development of the
railroad network were considerably larger in Brazil and in Mexico than in Colombia. In addition,
we found that railroads caused expansions in coffee exports, but the magnitude of these effects
were lower than those suggested in the literature. Finally, the lack of an appropriate transportation
infrastructure explains the dispersion in prices across regions in the country due to high

transportation costs. This suggests that even highways did not help draw the country together.
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Table 1: Elagticities Results from Alternative Specifications of Demand in Colombia.

A. Price Elagticities of Demand for Freight Services (ton-km) and Railroad Track
Elagticities: Summary

Price Assumed Endogenous

Elasticities Price Assumed Exogenous
Period with respect Congtant Elasticity Non Constant Elasticity Constant Elagticity Non Constant Elasticity
to pooled fixed pooled fixed pooled fixed pooled fixed
(€)) 2 3 4) ©) (6) U] 8

1914-1980 |rate (real $) -0.7944 -0.8087 -0.7301 -0.7794 -0.9377 -0.9660 -0.6688 -0.7039
tracks(km) 1.4128 1.5901 1.3844 1.5944 1.3473 1.6628 1.3127 1.1975

1914-1930 |rate (real $) -1.3020 -0.4434 -1.2250 -0.8479 -1.5252 -0.5337 -1.0273 -0.9097
tracks(km) 0.7217 1.3104 1.2092 1.5807 0.4137 1.0899 1.1960 0.8614

1931-1954 |rate (real $) -0.4672 -0.1775 -0.7964 -0.4964 -0.5530 -0.3777 -0.8087 -0.5117
tracks(km) 1.5163 0.5836 1.3865 1.6530 1.5066 0.4731 1.1985 0.7353

1955-1980 |rate (real $) -1.0272 -0.9538 -0.8039 -0.7885 -1.5360 -1.4292 -0.7592 -1.1451
tracks(km) 2.1499 2.1677 1.6497 1.7459 1.1704 1.9971 1.5029 1.5939

B. Price Elasticities of Demand for Passenger Services (in pass.-km) and Railroad
Track Elasticities: Summary

Elasticities Price Assumed Exogenous Price Assumed Endogenous
Period with respect Congtant Elasticity Non Constant Elasticity Congtant Elagticity Non Constant Elasticity
to pooled fixed pooled fixed pooled fixed pooled fixed
(€)) 2 3 4) ©) (6) U] 8

1914-1980 |fare (real $) -1.1963 -0.5813 -1.3293 -0.8490 -1.3182 -0.6587 -1.5295 -1.0681
tracks(km) 1.3632 0.6886 1.3204 0.6327 1.3019 0.7221 1.3804 0.5404

1914-1930 |fare (real $) -1.0660 -0.5818 -1.3197 -0.4313 -1.0807 -0.5875 -1.3168 -0.6117
tracks(km) 0.9106 1.2729 1.5224 0.7475 0.8119 1.1016 1.1579 0.6169

1931-1954 |fare (real $) -1.5001 -0.6711 -0.7344 -0.9121 -1.5930 -0.8814 -1.5251 -0.9380
tracks(km) 1.5474 0.5104 1.4511 0.7197 1.5256 0.5896 1.3777 0.5537

1955-1980 |fare (real $) -0.1788 -0.4491 -0.3683 -0.1359 -0.4765 -0.8201 -0.4184 -0.5021
tracks(km) 0.9029 1.0958 1.3834 0.6870 0.9061 1.1984 1.3605 0.6466

Source: computed.
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Table 2: Trangportation Rates: Chosen years by mode of transportation

Years Mode of Observations Freight Rates Passenger Fares Sources
Transportation current pesos current pesos
Average
1845-1930  |Mules 0.416 ton-km William McGreevey (1975)
Average
1905-1929  |Railroad 0.15 ton-km William McGreevey (1975)
1924 Magdalena River 0.0175 ton-km ascent |0.062 passenger-km ascent express Ministry of Public Works
0.01 ton-km descent  {0.041 passenger-km descent express Memoirs, 1924
0.045 passenger-km ascent ordinary
0.035 passenger-km descent ordinary
1927 Human Porters 1 ton-km Ministry of Public Works
Mules 0.4ton-km Memoirs, 1927
Animal-drawn carts 0.2 ton-km
Railroad 0.05 ton-km
Magdalena River 0.024 ton-km ascent  {0.0806 passenger-km ascent express
0.0135 ton-km descen{ 0.0533 passenger-km descent express
0.0585 passenger-km ascent ordinary
0.0455 passenger-km descent ordinary
1930-31 Magdalena River 0.026 ton-km ascent  {0.0823 passenger-km ascent express Alfredo Ortega, 1932
0.012 ton-km descent |0.0589 passenger-km descent express
0.0648 passenger-km ascent ordinary
0.0502 passenger-km descent ordinary
Railroad (1931) 0.071 ton-km 0.0111 passenger-km Ministry of Public Works
Highway BoyacaLine-Trucks |0.15 ton-km 0.02 passenger-km Memoirs, 1931
Cambao Line-Trucks |0.135 ton-km 0.02 passenger-km
Pacho Line-Trucks 0.15 ton-km 0.02 passenger-km
Boyaca Line-Bus 0.03 passenger-km (average)
1936 Highway Bogota-Villavicencio |0.12 ton-km 0.016 passenger-km Ministry of Public Works
Railroad (125Km.) 1/ 0.051 ton-km 0.0091 passenger-km Memoirs, 1936
1938 Highway Armenia-1bague 0.0653 ton-km 0.03 passenger-km direct trip Ministry of Public Works
(100 Km.) 0.025 passenger-km turist Memoirs, 1938
0.015 passenger-km 3rd class
Railroad
0.055 ton-km 0.0098 passenger-km
1947 Highway Cali to the Sea 0.09 ton-km Annuals of Engineering, 1953
Railroad Cali to the Sea 0.07 ton-km
1967 Caminos de Herradura: 15 ton-km Annuals of Engineering,
(animal drawn carts) 1966-67
Loca Road 1.2ton-km Anuario General de
Main Highway 0.38 ton-km Estadigtica, 1968
Railroads 0.25 ton-km 0.082 passenger-km

1/ Before 1936 (date that the highway was opening), the transportation rate in this route (Camino de Herradura) of one ton of freight was $40.



Table 3:Social Savings Estimations on Railroad Freight Servicein Colombia, 1927
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Alternative mode of transportation: Mules
a) Total Freight Servicesin ton-km 1/

b) Railroad Rate

¢) Mules transportation rates

d) a*b

€) a*c

f) Social Savingsl

g) GDP

h) Social Savingsl / GDP (%)

Alternative mode of transportation: Animal-drawn carts
a) Total Freight Servicesin ton-km 1/

b) Railroad Rate

¢) Animal-drawn wagon rate

d) a*b

€) a*c

f) Social Savings2

g) GDP

h) Social Savings2/ GDP (%)

Adjusted Social Savings by price elagticity of demand equal to -0.5

Socia Savingsl
Socia Savingsl/ GDP (%)

Socia Savings2
Socia Savings2/ GDP (%)

191 million ton-km

$0.05

$0.40

$9.55 million
$76.4 million
$66.85 million
$850 million
7.86%

191 million ton-km

$0.05

$0.20

$9.55 million
$38.2 million
$28.65 million
$850 million
3.37%
$27.57 millions
4.11%
$16.42 millions
2.25%

1/ Excludes Livestock; Source: Computed

Social Savings Inter national comparisons:

1. Assuming: e=0

Fishlow: 4% GDP ante-bellum USA, 1859

Fogel: 8.9% GDP at the very most, USA 1890

Metzer: 4.5% GDP Tsarist Russia, 1907

Gomez Mendoza: 19.2% GDP Spain, 1912

Coatsworth: 24%-38.5% GDP Mexico, 1910

Summerhill: 4.5% GDP Brazil, 1887

Summerhill: 22% GDP Brazil, 1913

McGreevey: 3.2% GDP Colombia, 1924 (coffee railroads)

2. Assuming: e=-0.5
Coatsworth: 14.9%-16.6% GDP Mexico, 1910
Summerhill: 11.2% GDP Brazil, 1913



Table 4: Kilometers of Railroads Utilized in Moving Coffee

Years Tota Railroad Railroads utilized (b)/ @
Km (a) in moving coffee (%)
km (b)
1898 593 423 71.33
1914 1,143 919 80.40
1922 1571 1,382 87.97
1933 2,892 1,943 67.19
1937 3,060 1,928 63.01
1949 3,426 2,246 65.56

Source: Beyer, Robert (1947) for 1898,1914,1922
Own calculations for 1933, 1937 and 1949.




Table 5: Augmented Dickey-Fuller Test for Coffee Exportsand Railroad Tracks:

1905-1955
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Ljung -Box Q-statistic: L(Q)

L(11) = 9.4581

L og of Coffee L og of Railroad
Exports (60 k. bags) tracks (km)

Coefficient of dependent variable lag one period: g; -0.4849 -0.1402
(t-stetigtic) (-3.81) (-3.84)
Constant Coefficient: a, 3.1042 0.9716
(t-tetigtic) (3.95) (4.70)

Time trend Coefficient: a 0.0251 0.0019
(t-tetigtic) (3.37) (1.35)
Chosen lag length of dependent variable: p 0 2

L(11)=5.2776

Probability Value 0.58 0.917
Lagrange multiplier test for up to fourth order residual correlation LM(4) 1.2125 0.3309
Probability Value 0.3198 0.8553
Jarque-Bera Normality Test 0.2924 4.56

Probability Value 0.8639 0.1022

Note: The Mackinnon 5% critical values for rgjection of the null hypothesis of unit root is -3.5088

Source: Computed

Table 5.a: Augmented Dickey-Fuller Test for Coffee Exportsand Kilometers of

Highways: 1936-1990

L og of Coffee
Exports (60 k. bags)

Log of National
Highways (km)

Coefficient of dependent variable lag one period: g; -0.5872 -0.4271
(t-stetigtic) (-4.43) (-4.36)
Constant Coefficient: a, 4.8191 3.914
(t-stetigtic) (4.43) (4.35)
Time trend Coefficient: a 0.0111 0.0083
(t-tetigtic) (4.22) (4.42)
Chosen lag length of dependent variable: p 0 2
Ljung -Box Q-statistic: L(Q) L(13) =8.92 L(13)=2.254
Probability Value 0.779 0.9999
Lagrange multiplier test for up to fourth order residual correlation LM(4) 0.613 0.9563
Probability Value 0.655 0.4406
Jarque-Bera Normality Test 3.8651 410.96
Probability Value 0.1448 0.0

Note: The Mackinnon 5% critical values for rgjection of the null hypothesis of unit root is-3.4919

Source: Computed
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Table 6:Granger Causality Test for Coffee Exportsand Railroad Tracks: 1905-1955

Null Hypothesis: F-stat P-value
Log of railroad tracks does not Granger Cause log of coffee exports 6.2061 0.0044
Log of coffee exports does not Granger Cause log of railroad tracks 4.0402 0.0251
Source: Computed

Table 6.1: Granger Causality Test for Coffee Exports and Kilometers of Highways:

1936-1990

Null Hypothesis: F-stat P-value
Log of national highway length does not Granger Cause log of coffee exports 8.5015 0.0007
Log of coffee exports does not Granger Cause log of national highway length 2.5758 0.0862
Source: Computed




Table 7: Results from the Variance Decomposition-Railroads Tracks and Coffee

1. Variance decomposition of Railroads Tracks

Period SE. Tracks Coffee
1 0.04531 100.00 0.00
2 0.05734 98.30 1.70
3 0.06584 94.70 5.30
4 0.07240 91.31 8.69
5 0.07787 88.15 11.85
6 0.08250 85.51 14.49
7 0.08648 83.32 16.68
8 0.08992 81.54 18.46
9 0.09292 80.07 19.93

10 0.09555 78.87 21.13

Source: Computed

2. Variance decomposition of Coffee

Period SE. Tracks Coffee
1 0.13900 0.00 100.00
2 0.14558 2.37 97.63
3 0.15997 4,82 95.18
4 0.16629 7.36 92.64
5 0.17301 9.76 90.24
6 0.17803 11.93 88.07
7 0.18260 13.83 86.17
8 0.18651 15.46 84.54
9 0.18998 16.87 83.13

10 0.19302 18.07 81.93

Source: Computed



Table 8: Results from the Variance Decomposition-Highways and Coffee

1. Variance decomposition of Highways

Period SE. Highways Coffee
1 0.05436 100.00 0.00
2 0.06604 97.30 2.70
3 0.07780 95.27 4.73
4 0.08817 92.67 7.33
5 0.09715 90.42 9.58
6 0.10481 88.65 11.35
7 0.11132 87.30 12.70
8 0.11684 86.26 13.74
9 0.12155 85.46 14.54
10 0.12558 84.83 15.17

Source: Computed

2. Variance decomposition of Coffee

Period SE. Highways Coffee
1 0.12957 0.00 100.00
2 0.16758 12.90 87.10
3 0.18280 17.05 82.95
4 0.19081 19.79 80.21
5 0.19576 21.75 78.25
6 0.19926 23.27 76.73
7 0.20196 24.49 75.51
8 0.20416 25.50 74.50
9 0.20600 26.35 73.65
10 0.20758 27.08 72.92

Source: Computed



Table 8.1: Resultsfrom the Variance Decomposition-Highways plus Railroads and

Coffee
1. Variance decomposition of Highways plus Railroads
Period SE. Highways plus Coffee
railroads

1 0.04624 100.00 0.00
2 0.06051 97.05 2.95
3 0.07027 93.11 6.89
4 0.07788 89.51 10.49
5 0.08410 86.56 13.44
6 0.08928 84.23 15.77
7 0.09366 82.42 17.58
8 0.09740 80.99 19.01
9 0.10061 79.86 20.14
10 0.10337 78.95 21.05

Source: Computed

2. Variance decomposition of Coffee

Period SE. Highways plus Coffee
railroads

1 0.12977 0.00 100.00
2 0.18604 11.90 88.10
3 0.19001 13.29 86.71
4 0.19275 14.46 85.54
5 0.19485 15.45 84.55
6 0.19656 16.30 83.70
7 0.19800 17.02 82.98
8 0.20030 18.19 81.81
9 0.20206 19.07 80.93
10 0.20448 20.25 79.75

Source: Computed

39
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Table 9: Inter-Regional Price Dispersion in Colombial/: Coefficient of Variation for
some Agricultural Price

Years Panela Potatoe Corn Rice Sugar Salt Plantains Red
Beans

1858 0.223 0.485

1879 . . . 0.440 . .

1928 0.620 0.408 0.213 0.250 0.340 0.533

1929 0.561 0.362 0.203 0.210 0.321

1930 0.505 0.323 0.201 0.177 0.306

1931 0.454 0.293 0.206 0.155 0.294

1932 0.413 0.276 0.216 0.148 . 0.286 . .

1933 0.379 0.263 0.215 0.148 0.238 0.269 0.368 0.301

1934 0.312 0.244 . 0.176 0.192 0.218 0.371 0.252

1935 0.262 0.230 0.162 0.122 0.090 0.202 0431 0.255

1936 0.315 0.287 0.160 0.098 0.095 0.186 0.492 0.258

1937 0.227 0.255 0.149 0.093 0.104 0.191 0.376 0.261

1938 0.181 0.235 0.147 0.088 0.079 0.174 0.312

1939 0.157 0.223 0.168 0.092 0.062 0.166 0.264 .

1940 0.166 0.223 0.205 0.103 0.060 0.167 0.244 0.229

1941 0.168 0.212 0.180 0.143 0.053 0.195 0.297 0.225

1942 0.234 0.233 0.168 0.143 0.119 . 0.263

1943 0.184 0.216 0.189 0.121 0.079 0.177

1944 0.152 0.169 0.110 0.102 0.123 0.182

1945 0.163 0.161 0.200 0.116 0.038 0.177

1946 0.243 0.196 0.203 0.131 0.086 0.226 .

1947 . . 0.109 0.097 0.129 0.144 0.289

1948 0.274 0.205 0.116 0.077 0.054 0.105 0.297

1949 0.234 0.135 0.167 0.120 0.055 0.183 0.251

1950 0.173 0.146 0.168 0.100 0.075 0.101 0.216

1951 0.226 0.145 0.242 0.158 0.067 0.151

1952 0.151 0.142 0.231 0.126 0.108 0.136

1953 0.149 0.162 0.128 0.083 0.121 0.118

1954 0.157 0.108 0.119 0.102 0.117 0.101
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Table 9: Inter-Regional Price Dispersion in Colombial/: Coefficient of Variation for

some Agricultural Price (continued).

Years Panela Potatoe Corn Rice Sugar Salt Plantains Red
Beans
1955 0.152 0.161 . 0.073 0.138 0.279 0.206
1956 0.196 0.155 0.145 0.085 . 0.145 0.306 0.195
1957 0.201 0.144 0.142 0.055 0.090 0.127 . 0.205
1958 0.164 0.130 0.093 0.085 0.102 0.144 0.260 0.155
1959 0.136 0.167 0.075 0.077 0.094 0.126 0.291 0.202
1960 0.175 0.154 0.066 0.073 0.101 0.143 0.214 0.223
1961 0.199 0.166 0.099 0.075 0.091 0.171 . 0.299
1962 0.097 0.214 0.074 0.067 0.107 0.118 0.203 0.272
1963 0.152 0.156 0.102 0.066 0.122 0.147 . 0.239
1964 0.097 0.235 0.080 0.056 0.102 0.152 0.255 0.232
1965 0.126 0.174 0.147 0.101 0.090 0.123 0.272 0.217
1966 0.124 0.180 0.088 0.090 0.087 0.142 0.198 0.282
1967 0.106 0.195 0.092 0.057 0.106 0.238 0.199 0.236
1968 0.130 0.222 0.095 0.051 0.094 0.192 0.266 0.212
1969 0.113 0.124 0.082 0.078 0.109 0.174 0.202 0.230
1970 0.122 0.133 0.084 0.110 0.108 0.162 0.261
1971 0.124 0.182 0.101 0.141 0.146 0.248 0.282
1972 0.134 0.175 0.110 0.152 0.211 . 0.226
1973 0.127 0.226 0.129 . 0.143 0.137 0.240 0.196
1974 0.114 0.184 0.106 0.153 0.177 0.175 0.233
1975 0.150 0.237 0.123 0.147 . 0.123 0.325 0.185
1976 0.126 0.240 0.117 0.143 0.135 0.127 0.149 0.252
1977 0.124 0.200 0.146 . 0.146 0.213 0.253 0.216
1978 0.132 0.223 0.172 0.136 0.144 0.122 0.203 0.198
1979 0.156 0.162 0.160 0.086 0.106 0.134 0.193
1980 0.144 0.181 0.173 0.097 0.095 0.156 0.247 .
1981 0.103 0.249 0.174 0.081 0.084 0.119 0.217 0.209
1982 0.103 0.168 0.151 0.110 0.074 0.079 0.260 0.245
1983 0.085 0.176 0.179 0.079 0.052 0.077 0.250 .
1984 0.092 0.196 0.207 0.060 0.045 0.054 0.239 0.231
1985 0.108 0.124 0.185 0.048 0.051 0.062 0.234 0.218
1986 0.115 0.130 0.159 0.060 0.037 0.074 0.224 0.275
1987 0.101 0.127 0.102 0.060 0.038 0.188 0.200
1988 0.119 0.124 0.087 0.065 0.047 0.197 0.220
1989 0.175 0.131 0.064 0.068 0.241 0.182
1990 0.169 0.131 0.037 0.045 0.240 0.169

1/ Prices are from Bogota, Barranquilla, Bucaramanga, Cali, Cartagena, Cucuta, Manizales, Medellin,

Neiva, Pasto, Pereiraand Villavicencio.

Source: Computed. The prices were taken from the Anuario General de Estadistica de Colombia, severd

years and Anuario Estadistico del Ministerio de Agricultura de Colombia.

The data of 1879 is taken from Urrutia et d. (1970), the price of riceisfor two cities: Meddlin and Bogota
The data of 1858 is taken from Urrutia et al. (1970), the prices of sugar and rice are for two cities: Bogota

and Cartagena



Table 10: Commodity price convergence across cities. Potatoes, 1928-1990

Cities Price Ratios Convergence R? Number
In (Pe/P,) Rate (B) Observation
Barranquilla/Bogota -0.0045 0.3389 61
(0.0008)***
Bucaramanga/Bogota -0.00203 0.0942 61
(0.0008)***
Cali/Bogota -0.0067 0.3304 61
(0.0013)***
Manizales/Bogota -0.0014 0.0232 61
(0.0011)
Meddllin/Bogota 0.00053 0.0066 61
(0.0008)
Bogota/Pasto 0.00068 0.0059 61
(0.0011)
Bucaramanga/Barranquilla 0.0022 0.0812 61
(0.0009)**
Cali/Barranquilla -0.0005 0.0038 61
(0.0011)
Manizales/Barranquilla 0.0028 0.0812 61
(0.0012)**
Meddlin/Barranquilla -0.00343 0.1376 61
(0.0011)***
Barranquilla/Pasto -0.00166 0.0224 61
(0.0015)
Cali/Bucaramanga -0.005 0.2917 61
(0.0011)***
Bucaramanga/Manizales -0.0006 0.0097 61
(0.0008)
Bucaramanga/Meddlin 0.0008 0.0087 61
(0.0012)
Bucaramanga/Pasto -0.0009 0.0061 61
(0.0015)
Cdi/Manizales -0.0075 0.5931 61
(0.0008)***
Cdi/Meddlin -0.00745 0.2551 61
(0.0016)***
Cdli/Pasto -0.00081 0.0055 61
(0.0015)
Manizales’Meddlin -0.00354 0.08875 61
(0.0015)**
Manizaes/Pasto -0.0007 0.0041 61
(0.0014)
Medellin/Pasto 0.0017 0.01959 61
(0.0015)
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Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed



Table 10: Commodity price convergence across cities. Potatoes, 1950-1990 (Cont.)
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Cities' Price Ratios Conver gence R Number
In (Pa/Pa) Rate (B) Observation
Barranquilla/Bogota -0.0113 0.8039 40
(0.0009)***
Bucaramanga/Bogota 0.0041 0.2365 40
(0.0012)***
Cali/Bogota -0.0079 0.2875 40
(0.0020)***
Manizal es/Bogota -0.0053 0.3353 40
(0.0012)***
Medellin/Bogota -0.0024 0.0555 40
(0.0016)
Bogota/Pasto 0.0099 0.4338 40
(0.0019)***
Bucaramanga/Barranquilla -0.0072 0.481 40
(0.0012)**
Cali/Barranquilla -0.0032 0.0691 40
(0.0019)*
Manizales/Barranquilla -0.0059 0.2957 40
(0.0014)***
Meddlin/Barranquilla -0.008 0.3468 40
(0.0017)***
Barranquilla/Pasto 0.0014 0.0126 40
(0.0021)
Cali/Bucaramanga -0.004 0.1121 40
(0.0018)***
Bucaramanga/M anizales -0.0012 0.0223 40
(0.0014)
Bucaramanga/M eddllin 0.0007 0.0039 40
(0.0020)
Bucaramanga/Pasto 0.0086 0.2946 40
(0.0021)***
Cdi/Manizales -0.0043 0.1742 40
(0.0015)***
Cdi/Medellin -0.0048 0.0617 40
(0.0030)
Cdli/Pasto 0.0046 0.2279 40
(0.0013)***
Manizales’Meddllin 0.002 0.0241 40
(0.0021)
M anizales/Pasto 0.0074*** 0.3348 40
(0.0016)
Meddlin/Pasto 0.0094 0.2019 40
(0.0030)***

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed.



Table 11: Commodity price convergence across cities. Panela, 1934-1990

Cities Price Ratios Convergence R? Number
In (Pe/P,) Rate (B) Observation
Barranquilla/Bogota -0.0001 0.0001 56
(0.0016)
Bogota/Bucaramanga -0.0162 0.7654 56
(0.0012)***
Bogota/Cali -0.0152 0.7807 56
(0.0011)***
Manizales/Bogota 0.0053 0.2812 56
(0.0011)***
Bogota/Meddlin -0.01002 0.6265 56
(0.0011)***
Bogota/Pasto -0.00212 0.0131 56
(0.0025)
Barranquilla/Bucaramanga -0.0097 0.4519 56
(0.0015)***
Barranquilla/Cli -0.01015 0.5748 56
(0.0012)***
Barranquilla/Manizales -0.0023 0.1249 56
(0.0008)**
Barranquilla/Medellin -0.005 0.2227 56
(0.0013)***
Barranquilla/Pasto 0.0032 0.0322 56
(0.0023)
Bucaramanga/Cali -0.0005 0.0027 56
(0.0013)
Manizales/Bucaramanga -0.0047 0.1393 56
(0.0016)***
Medellin/Bucaramanga -0.00455 0.2189 56
(0.0011)***
Pasto/Bucaramanga -0.01104 0.3621 56
(0.0019)***
Manizales/Cali -0.0061 0.5887 56
(0.0007)***
Meddlin/Cali -0.006 0.3982 56
(0.0010)***
Cdli/Pasto -0.0097 0.4502 56
(0.0014)
Manizales’Meddlin -0.0016 0.0453 56
(0.0010)
Manizaes/Pasto 0.0025 0.0446 56
(0.0017)
Medellin/Pasto 0.0044 0.1263 56
(0.0016)***

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed




Table 11: Commodity price convergence across cities. Panela, 1950-1990 (Cont.)
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2

Cities Price Ratios Conver gence R Number
In (Ps/Pa) Rate (B) Observation
Barranquilla/Bogota 0.0085 0.4123 40
(0.0017)***
Bogota/Bucaramanga -0.0085 0.4632 40
(0.0012)***
Bogota/Cali -0.02 0.8008 40
(0.0016)***
Manizales/Bogota 0.01226 0.5494 40
(0.0018)***
Bogota/Medellin 0.01037 0.4467 40
(0.0018)***
Bogota/Pasto -0.01324 0.469 40
(0.0023)
Barranquilla/Bucaramanga 0.0006 0.0079 40
(0.0011)
Barranquilla/Cali -0.01093 0.764 40
(0.0009)***
Barranquilla/Manizales -0.0051 0.3672 40
(0.0011)**
Barranquilla/Meddlin -0.0025 0.0857 40
(0.0013)**
Barranquill&/Pasto -0.0035 0.0608 40
(0.0022)
Bucaramanga/Cali -0.0115 0.6693 40
(0.0013)***
Manizal es/Bucaramanga 0.0056 0.2888 40
(0.0015)***
Medellin/Bucaramanga 0.0017 0.0372 40
(0.0014)
Pasto/Bucaramanga -0.003 0.078 40
(0.0018)***
Manizales/Cali -0.0058 0.5555 40
(0.0008)***
Medellin/Cali -0.0077 0.605 40
(0.0010)***
Cdli/Pasto 0.0074 0.2607 40
(0.0021)***
Manizales/Medellin 0.0025*** 0.1183 40
(0.0011)
Manizales/Pasto 0.0015 0.01566 40
(0.0020)
Medellin/Pasto 0.0008 0.0052 40
(0.0019)

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed.



46

Table 12: Commodity price convergence across cities: Rice, 1928-1990

Cities Price Ratios Convergence R? Number
In (Pg/P,) Rate (b) Observation
Bogota/Barranquilla -0.0067 0.3574 63
(0.0011)***
Bucaramanga/Bogota -0.0011 0.0229 63
(0.0009)
Bogota/Cali -0.0052 0.4511 63
(0.0007)
Bogota/Manizales -0.003 0.168 63
(0.0008)***
Bogota/Meddlin -0.0021 0.1012 63
(0.0008)***
Bogota/Pasto -0.0002 0.0012 63
(0.0007)
Bucaramanga/Barranquilla -0.0077 0.3961 63
(0.0012)***
Cali/Barranquilla -0.00147 0.0374 63
(0.001)
Manizales/Barranquilla -0.0037 0.2304 63
(0.0009)***
Meddlin/Barranquilla -0.0045 0.3473 63
(0.0008)***
Pasto/Barranquilla -0.0064 0.0302 63
(0.0110)
Bucaramanga/ Cali -0.0063 0.3741 63
(0.0010)***
Bucaramanga/Manizales -0.0041 0.1654 63
(0.0012)***
Bucaramanga/Meddlin -0.0032 0.1607 63
(0.0009)***
Bucaramanga/Pasto -0.0013 0.0306 63
(0.0009)
Manizales/Cali -0.0022 0.3075 63
(0.0004)***
Meddlin/Cali -0.00307 0.3087 63
(0.0006)***
Pasto/Cali -0.005 0.2879 63
(0.0010)***
Medellin/Manizales -0.0008 0.0273 63
(0.0006)
Pasto/Manizales -0.0017 0.0983 63
(0.0012)
Medellin/Pasto 0.0019 0.0741 63
(0.0008)**

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.
Source: Computed.
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Table 12:Commodity price convergence across cities. Rice, 1950-1990 (Cont.)

Cities Price Ratios Conver gence R Number
In (Pg/Pa) Rate (B) Observation
Bogota/Barranquilla -0.0014 0.0522 40
(0.0010)
Bucaramanga/Bogota 0.0037 0.0989 40
(0.0018)*
Bogota/Cali 0.0016 0.0877 40
(0.0010)
Bogota/Manizales -0.0037 0.3861 40
(0.0007)***
Bogota/Medellin -0.002 0.2968 40
(0.0005)***
Bogota/Pasto -0.0026 0.1066 40
(0.0011)
Bucaramanga/Barranquilla -0.0051 0.2445 40
(0.0014)***
Cdi/Barranquilla -0.003 0.0998 40
(0.0015)**
Manizales/Barranquilla -0.0051 0.2257 40
(0.0015)***
Medellin/Barranquilla -0.0035 0.1847 40
(0.0012)***
Pasto/Barranquilla -0.0011 0.0175 40
(0.0013)
Bucaramanga/Cali 0.0021 0.0255 40
(0.0020)
Bucaramanga/Manizales 0.0001 0.001 40
(0.0022)
Bucaramanga/Medellin 0.0016 0.0207 40
(0.0018)
Bucaramanga/Pasto -0.0063 0.3513 40
(0.0013)***
Manizales/Cali -0.0021 0.2598 40
(0.0005)***
Medellin/Cali -0.0004 0.0136 40
(0.0006)
Pasto/Cali -0.00417 0.1875 40
(0.0014)
Mededllin/Manizales -0.0016 0.2024 40
(0.0005)***
Pasto/Manizales -0.0063 0.3785 40
(0.0013)
Medellin/Pasto -0.0046 0.3155 40
(0.0012)***

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.
Source: Computed.



Table 13: Commodity price convergence across cities. Corn, 1928-1988

Cities Price Ratios Convergence R? Number
In (Pe/P,) Rate (B) Observation
Bogota/Barranquilla -0.0019 0.0337 61
(0.0014)
Bogota/Bucaramanga 0.0047 0.2212 56
(0.0012)***
Bogota/Cali -0.00617 0.2871 61
(0.0013)***
Manizales/Bogota -0.008 0.4205 61
(0.0001)***
Bogota/Meddlin 0.0037 0.1263 61
(0.0013)***
Bogota/Pasto 0.0045 0.1944 56
(0.0012)***
Bucaramanga/Barranquilla -0.01053 0.6922 56
(0.0009)***
Cali/Barranquilla -0.00897 0.5069 61
(0.0011)***
Manizales/Barranquilla -0.01038 0.6168 61
(0.0011)***
Meddlin/Barranquilla -0.01228 0.7611 61
(0.0009)***
Pasto/Barranquilla -0.0106 0.5711 56
(0.0012)***
Bucaramanga/Cali -0.0014 0.0341 56
(0.0010)
Bucaramanga/Manizales -0.0015 0.0272 56
(0.0012)
Bucaramanga/Meddlin -0.0016 0.0708 56
(0.0008)**
Bucaramanga/Pasto -0.00059 0.0047 56
(0.0012)
Manizales/Cali -0.0014 0.0265 61
(0.0010)
Cdi/Meddlin -0.00259 0.0872 61
(0.0010)**
Cdli/Pasto -0.002 0.0369 56
(0.0015)
Medellin/Manizales -0.004 0.1422 61
(0.0013)***
Manizaes/Pasto -0.0024 0.0596 56
(0.0015)
Medellin/Pasto -0.0024 0.0741 56
(0.0009)***
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Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed.



Table 13: Commodity price convergence across cities. Corn, 1950-1988 (Cont.)
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Cities Price Ratios Conver gence R Number
In (Pg/Pa) Rate (B) Observation
Bogota/Barranquilla 0.0012 0.0059 40
(0.0025)
Bogota/Bucaramanga -0.011 0.4607 40
(0.0019)***
Bogota/Cali -0.0154 0.603 40
(0.0020)***
Manizales/Bogota 0.01317 0.5113 40
(0.0021)***
Bogota/Medellin 0.0107 0.4369 40
(0.0020)***
Bogota/Pasto 0.0091 0.4148 40
(0.0018)***
Bucaramanga/Barranquilla -0.0098 0.543 40
(0.0014)***
Cdi/Barranquilla -0.01249 0.6694 40
(0.0014)***
Manizales/Barranquilla -0.01095 0.5289 40
(0.0017)***
Medellin/Barranquilla -0.0095 0.5044 40
(0.0015)***
Pasto/Barranquilla -0.0095 0.4098 40
(0.0018)***
Bucaramanga/Cali -0.0042 0.2452 40
(0.0012)***
Bucaramanga/Manizales -0.0018 0.0366 40
(0.0015)
Bucaramanga/Medellin 0.00013 0.0003 40
(0.0012)
Bucaramanga/Pasto -0.0003 0.0007 40
(0.0018)
Manizales/Cali 0.002 0.091 40
(0.0013)
Cdi/Meddlin -0.0042 0.312 40
(0.0010)***
Cdli/Pasto -0.0042 0.1741 40
(0.0015)
Medellin/Manizales -0.0018 0.2848 40
(0.0005)***
Manizales/Pasto -0.0026 0.0613 40
(0.0018)
Medellin/Pasto -0.0002 0.0003 40
(0.0020)

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed.
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Table 14: Commodity price convergence across cities. Salt, 1928-1988

Cities Price Ratios Convergence R? Number
In (Pg/P,) Rate (b) Observation
Bogota/Barranquilla -0.0061 0.1985 56
(0.0016)***
Bucaramanga/Bogota -0.0036 0.1063 56
(0.0014)***
Bogota/Cali -0.0024 0.0791 59
(0.0010)**
Manizales/Bogota 0.00014 0.003 56
(0.0011)
Bogota/Meddlin -0.0031 0.0867 56
(0.0030)
Bogota/Pasto -0.0008 0.0031 56
(0.0020)
Bucaramanga/Barranquilla -0.0097 0.3527 56
(0.0017)***
Cali/Barranquilla -0.0086 0.3417 56
(0.0015)***
Manizales/Barranquilla -0.0059 0.2736 56
(0.0013)***
Meddlin/Barranquilla -0.0092 0.4287 56
(0.0014)***
Pasto/Barranquilla -0.0025 0.0268 56
(0.0021)
Bucaramanga/Cali -0.0011 0.0212 56
(0.0010)
Bucaramanga/Manizales -0.0037 0.1206 56
(0.0013)***
Bucaramanga/Meddlin -0.00053 0.0039 56
(0.0011)
Pasto/Bucaramanga 0.0027 0.0626 56
(0.0017)
Cdi/Manizales -0.0026 0.0921 56
(0.0010)***
Cdi/Meddlin 0.0006 0.0062 56
(0.0010)
Pasto/Cali 0.0016 0.0168 56
(0.0016)
Medellin/Manizales -0.00323 0.1683 56
(0.0009)***
Pasto/Manizales -0.001 0.0059 56
(0.001)
Pasto/Meddlin 0.0022 0.0231 56
(0.0018)

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.
Source: Computed.



Table 14: Commodity price convergence across cities. Salt, 1950-1988 (Cont.)
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Cities Price Ratios Conver gence R Number
In (Pg/Pa) Rate (B) Observation
Bogota/Barranquilla -0.0029 0.0196 40
(0.0036)
Bucaramanga/Bogota -0.0079 0.3105 40
(0.0020)***
Bogota/Cali -0.0004 0.0012 40
(0.0020)
Manizales/Bogota 0.00132 0.0086 40
(0.0022)
Bogota/Medellin -0.0018 0.0234 40
(0.0020)
Bogota/Pasto -0.0089 0.1761 40
(0.0032)
Bucaramanga/Barranquilla -0.0045 0.0768 40
(0.0026)*
Cdi/Barranquilla 0.00299 0.0244 40
(0.0032)
Manizales/Barranquilla -0.0021 0.0146 40
(0.0029)
Medellin/Barranquilla -0.0016 0.01044 40
(0.0026)
Pasto/Barranquilla 0.0055 0.1245 40
(0.0024)**
Bucaramanga/Cali -0.0075 0.4699 40
(0.0013)***
Bucaramanga/Manizales -0.0066 0.2613 40
(0.0018)***
Bucaramanga/Medellin -0.0061 0.5492 40
(0.0009)***
Pasto/Bucaramanga 0.0008 0.0039 40
(0.0024)
Cdi/Manizaes 0.0008 0.0071 40
(0.0017)
Cdi/Meddlin 0.0014 0.0475 40
(0.0011)
Pasto/Cali -0.0093 0.2745 40
(0.0026)***
Mededllin/Manizales -0.0005 0.0027 40
(0.0017)
Pasto/Manizales -0.0081 0.2797 40
(0.0022)***
Pasto/Medellin -0.0078 0.2209 40
(0.0025)***

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed.



Table 15:Commodity price convergence across cities. Sugar, 1933-1990

Cities Price Ratios Convergence R? Number
In (Pg/P,) Rate (b) Observation
Bogota/Barranquilla -0.0026 0.374 57
(0.0005)***
Bucaramanga/Bogota -0.0007 0.0418 57
(0.0005)
Bogota/Cali 0.0007 0.0204 57
(0.0006)
Manizales/Bogota -0.001 0.0424 57
(0.0006)
Bogota/Meddlin -0.003 0.2523 57
(0.0007)***
Bogota/Pasto -0.00118 0.03702 57
(0.0008)
Bucaramanga/Barranquilla -0.00375 0.5466 57
(0.0005)***
Cali/Barranquilla 0.0009 0.0314 57
(0.0008)
Manizales/Barranquilla 0.0015 0.073 57
(0.0007)**
Meddlin/Barranquilla 0.0003 0.0005 57
(0.0006)
Pasto/Barranquilla -0.0046 0.2881 57
(0.0010)***
Bucaramanga/Cali -0.0009 0.0379 57
(0.0006)
Bucaramanga/Manizales -0.0019 0.1431 57
(0.0006)***
Bucaramanga/Meddlin -0.0044 0.4424 57
(0.0007)***
Pasto/Bucaramanga -0.0008 0.0187 57
(0.0008)
Cdi/Manizales -0.0012 0.0565 57
(0.0007)*
Cdi/Meddlin -0.0037 0.2221 57
(0.0009)***
Pasto/Cali -0.0009 0.0162 57
(0.0010)
Medellin/Manizales -0.0022 0.095 57
(0.0009)***
Manizaes/Pasto -0.00268 0.1276 57
(0.0009)***
Medellin/Pasto -0.0042 0.2687 57
(0.0009)***
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Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed.



Table 15: Commaodity price convergence across cities. Sugar, 1950-1988 (Cont.)
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Cities Price Ratios Conver gence R Number
In (Pg/Pa) Rate (B) Observation
Bogota/Barranquilla -0.0012 0.0584 40
(0.0008)
Bucaramanga/Bogota 0.0009 0.0479 40
(0.0007)
Bogota/Cali -0.00217 0.2448 40
(0.0007)***
Manizales/Bogota -0.0034 0.2109 40
(0.0012)***
Bogota/Medellin -0.0017 0.0483 40
(0.0012)
Bogota/Pasto -0.0014 0.0349 40
(0.0012)
Bucaramanga/Barranquilla -0.0022 0.2754 40
(0.0006)***
Cdi/Barranquilla -0.0014 0.05454 40
(0.0008)
Manizales/Barranquilla -0.0025 0.2587 40
(0.0007)**
Medellin/Barranquilla -0.0004 0.0048 40
(0.0009)
Pasto/Barranquilla 0.0004 0.0021 40
(0.0015)
Bucaramanga/Cali -0.0035 0.3066 40
(0.0009)***
Bucaramanga/Manizales -0.0044 0.2706 40
(0.0012)***
Bucaramanga/Medellin -0.0026 0.1452 40
(0.0010)***
Pasto/Bucaramanga -0.0023 0.0848 40
(0.0014)*
Cdi/Manizaes 0.0013 0.0479 40
(0.0009)
Cdi/Meddlin -0.0012 0.0371 40
(0.0010)
Pasto/Cali 0.0003 0.0014 40
(0.0011)
Medellin/Manizales -0.0017 0.0434 40
(0.0013)
Manizales/Pasto -0.0013 0.0206 40
(0.0015)
Medellin/Pasto 0.0024 0.0011 40
(0.0012)

Note: Standard Deviation in parenthesis, * significant at 10%, ** significant at 5%, *** dgnificant at 1%.

Source: Computed.



Tabie. .16

Unit Root Test for the logarithm of Potato's Price in different cities of Col 1928-1990
Log Potato Price | Log Potato Price | Log Potato Price Log Potato Prics | Log Potato Prics | Log Potato Price LqumPﬂcni
Barranquilis Bogota B g3 Cali Msnizaies Medeilin Pasto
Coefficient of depencent vanable lag one penad: v, 0.0481 0.0601 00911 {0648 0.1315 -0.0981 -0.0802
it-S1anslc) (0.82) (-111) (-1.5N (-1 32) (-2.13) (-1.35) -127
Corstant Coefficient’ a4 -0.1657 -0.2277 0.37C9 02772 0.5191 -0.3489 00122
tit-stausug) (-0.81} (-112) {-1 89) {-16%) (-2.16) =120 {0.04)
Time rend Coefficient” . 00114 0.0124 06182 00124 00188 02188 0.0046
(t-statistic) (185 (193) (2.38) (2.27 (2.70) {195} {0.59)
Chosen lag length of cependent vanabie: p 1 1 1 1 1 2 3
Lung -Box Q-statistic: L(Q) L{15y=2078 L(15)=15.87 L{(18)=11 79 L(15)=15.96 L(15)=11 21 L(15)=14 85 L(15)=9 17
Probatiity Value 0.144 0.382 0685 Q384 Q738 0.462 0.868
L-M test for up to fourth orger reskiual correlation 16721 14523 89921 09056 0.3078 11728 0.6294
Prodapiiity Value 01701 02298 04198 0 4871 05253 03337 0 €437
<argue-Bera Normaiity Test Q.3631 0.5105 2.6241 52448 17 0057 3572 1586
Probatity Value 0.8339 0.7747 0 2682 0 0541 Q J 1676 33741
A Dickay-Fuller Unit Root Test for the logarithm of Panela’s Prics in different cities of Colombia: 1928-1990
{ LogPMPriclLongPﬂceLongPﬁaLqumPﬂuLogmﬁhLogmmuLqumﬁPnu
L Barranguilia Bogota Bucaramanga Cali 1/ Manizaies Medellin Pasto
Caefficient of dependent vanavie 1ag cne penod. 7, -0.1087 Q1671 01244 0.1283 -0 0S54 01445 0.ca81
it-statistic) (-2.85) (-2.94) {-148) (-2.71) (-0.99) (-3.16) {(€.97)
Canstant Coeffic:ent. aq 0.3861 0.5422 0.4656 0.4928 2255 05483 0.25%4
(t-statstic) (-3.18) (-2.84) (-133) (-2.12) (0.98) (-3.88) (085}
Time treng Coefficent’ x, 0.0168 00221 0.0272 00202 0.0439 0026 00145
(t-statistic) {3.94) (3.38) (183) 12.66) (192} (4 46} 149
Chesen lag lengtn of dependent vanacie. p 1 1 3 1 3 1 2
Lung -80x Q-statistic L{Q) L{19)=2014 L(15)=2542 L(15)=8 &1 L(15)=2005 L{19)=16.93 L(15)=1007 _15)=13 5G
Propagity Value Q0.167 0083 0807 Q128 c.323 0815 JEs7
L-M test for up to fourth orger ‘esidual cametation 1 3905 21815 2.504 2.2513 31034 o824 1321
Propability Vaiue 0.1251 0.083 G051 e 0084 24863 Q2883
-arcre-dera Narmaity Test 5216 5.8t 2104 19142 0.885 381 83
Propapinty Yalue 0.0627 0 0541 0 3491 3 06423 o 2 |
/N thus sene we found that the resiQuals were heteroskedastics. 10 correct for this prooiem we use the White Hetercsxedasticty-Consistent Stangarg Eqors & vVanance
Augmerrted Dickey-Fulier Unit Root Test for the iogarthm of Corn's Price in different cities of Colombia: 19281990
Log Com Price | Log Com Price | Log Com Price [ Log Com Price | Log Com Price Log Com Pnice | Log Com Price
Barranquilia Bogota anmangg Cail Manizales Medetlin Pasto
Coefficient of cependent vanaole iag one penod: 7, £.1654 0 1087 0.0634 01215 -0.1281 0.0826 L CE.
1t-stanstic) (-3.17) (-2.48) (-0.79) {-2.45) (-2.20 {-180) (037
Canstant Coefficient: ae 0.7304 04275 0.1818 04712 -0 5202 -0 3386 0 TCe
(t-staustic) {3.11) (-2.45) (-G 48) (-247) (-2.24) (-1 39} {48} !
Time trend Coefficient’ a, 0.0289 0.0179 00137 00187 0.0217 00148 0.0104
(t-sratistc) 3.97 {3.18) (121 311) {2.99) (2.33) 059)
1Chosen fag iength of dependent vanatie: p 2 t 2 1 2 1 i
Lung -Sox G-staustic: L(Q) L(19) = 1255 L(15)=16 35 L(15)=16 82 L{15}=8 19 L{15)=14 28 L(15)=20123 L{15)=13 34
Probapility Vatue 0.636 0359 0.342 0916 0.504 0167 2578
L-M test for up to fourth orger resigual cometanon 0.556 1.464 11198 09825 0.7489 1.4448 14602
Provapiitty Value C.695 0.2262 0.3593 04716 Q564 0.2323 Q2297
Jarue-Bera Normaity Test 1.0671 5784 06336 60313 18.44 3.1603 17589
{eroatity Vae 0.5865 00653 0 7357 0058 o} 0.2059 0454

Note. The Mackinnon 5% criticai vaiues for rey

of the nuii Nyp

unit root 1s -3.4836



Tabie - 16(continued)

Augmerted Dickey-Futier Unit Root Test for the logarithm of Salt's Price in different cities of Cok : 1928-1990
Log Salt Price | Log SaitPrice | Log Saft Price Log SaltPrice | Log Sait Price | Log Sait Price Log Satt Price
Barmanquilla Bogota Bucaramanga Cait Manizales Madeilin in Pasto
CoefMcient of dependent vanabie iag one penad: v, -3.0308 -301492 50238 G.0184 Q0255 QG148 5 41a
(t-staustic) (0.91) (-0 49) (-0.98) (072 (0.78) (0.37 (-1 48)
Constant Soefficent. 4 03.1267 -0 0807 0 1541 1217 0.1221 01235 {02173
(t-statisue) (Q39) {080 (~178) {-135 (-104) {-0 88) {-2.15)
Tine trena Coefficient: x, 30071 0.0081 Q0077 0.0068 00071 00088 Q2.0085
(t-stansnc) (198) (2.00) (326) (2.75) 2.11) 2249 33N
Chosen iag length of cepencent vanabie o 1 1 1 1 1 1 1
Lung -Box Q-statste: LiQ) (15) = 1563 L(15)=16.01 L(15)=10.715 L(15=20 33 L(15)=1335 L(15)=7 4156 L(15)=14 04
Procasity Vaue 0,407 o282 773 318 056 C 945 2749
L-M test for up to fourth order residual correlation 13548 0.5493 04427 39793 0.8876 27939 05383
Prooanrity Vaiue Q9.1327 a7 Q777 0427 0.478 03354 Q7378
Jarque-3era Normaity Test 2951 4589 327 1619 43.26 37 a5
Propaputty ‘/aive o} 3 o} S J 2 2
Augl Dickey-Fulier Unit Root Test for the logarnithm of Rice Prics in different cities of Col 1928-1990
: Log Rice Price | Log Rice Price | Log Rice Price | Log Rice Price | Log Rice Price Log Rice Price | Log Rice Prics
i Barranquitla Bogota Bucaramanga Cali Manizaies Maedeilin Pasto
Coeflicient of decendent varabie ag one cernod - -0.0445 -3 G233 Q0858 -5 Ca8s -0.0881 -0 0654 0.C174
(t-stansnc; (0.9} (0.54) -1 80} -1 42} {-135) -1 5 (0.8
Constant Soefficient: o, 228823 £ Cceee -1396 -3 i7Ti3 -0 1E12 J 1678 -0.0443
2-StauSue) (-0 B4) 0.23) 1-158) i-124) -113) -141) {-G 48)
Time trend Coefficient . QCQ7e 00078 0.0112 20107 30108 30166 30054
(t-staustc) (145) (1 62) (2.44) (167 {134y 219 . 48)
.Chosen lag jengtn of cepencent variagie. 5 1 2 t 1 1 1 :
iLiung -dox Q-statstic 1Q) LSy =188 L15)=1039 L(15)=7 22 L(15)=12.43 LE)=8 82 Li35=1C 208
;P'::a:;::t-' vatue s €89 ol o951 C €45 2282 23
|
'\ test ‘or Lo to fountn orzer resicual sorrelanen 24732 J 8044 781 57345 1263 1488 a7cs
~coatuty vaiue J.70 3.328 3342 0 5694 0 3838 Q2161 J 3884
i
;-arcue-aera Normanty Test N 5211 1339 12.54 5413 o 1808 5
1Orapaniity Jaiue 10063 5 9641 7504 22015 - ~aeg -
Augmented Dickey-Fulisr Unit Root Test for the logarithm of Sugar Price in different cities of Colombia: 1928-1990
! Log Sugar Price | Log Sugar Price | Log Sugar Price | Log Sugar Price | Log Sugar Price | Log Sugar Price | Log Sugar Price
! in Barranquilla in Bogots | in Bucaramai in Caii in Mani in Medellin in Pasto
Toemcent of cependent vanabie 1ag one penad. - 20107 Reles ] 33022 30134 So1T o lv g 5367
(0.26) (028 (0.48) 05 (028 [CUREY 218
- Zorstant Coefficient aq 00337 -0.0339 0042 5298 0039 S 0213 -3.028
12-stansuc) 9.2 {025 031 (058) {(0.23 (-0 14) (L 19)
Time ‘reng Coefficient: «x, 0.0055 0.0046 00059 0 0088 0.004 0 Cos7 goas2
{t-statistic) (107 {1.08) (1.10) (1 65) {0.85) (117 (112)
{Chosen lag length of cependent vanabie o 2 1 1 1 2 2 1
il.;unn -8ox Q-stansnc. L(Q) LSy =2178 L{15)=20 86 L(15)=19.96 L(15)=18.26 L{15)=24 21 L{15)=20 28 L*5)=28 13
:Protapity Yatue 2113 C. 1052 213 2185 0012 Q161 s214
iL-M test for up to fourth orcer resicual commeiaton 1.046 11087 168 122 11349 0.798 09391
iProcaviity Vaiue 0.3935 0.3633 0.17 03138 03513 25326 0441
|
| .arque-Bera Normaity Test 529 2 20 4908 10372 3144 388
{Propabiity Value Q072 0 ] o} 0595 o] 0.1435

Note The Maciannen 5% crticat vawes for rejecton of the nuil hypathesis of unit root 1s -3 4836




Table ., lficontinued)

Augmented Dickey-Fulier Unit Root Test for the logartthm of Potao’s Average Nationsl Price In C. - g the city: 1928-1900
; - Log Potao Price | Log Potato Price | Log Potato Price | Log Petato Prics Log Potato Price { Log Patato Price | Log Potao Price | Log Potato Price
. Qe Q! age | N Average Average | N: Average 21 N
g x¢ 9 . excluging 3 -3 S 9 Average
ﬂ_-!!!lla ge Ca Manizaies Madeitin Pasto
Coefficint of depencent varaok [ag one penod: T 0.0878 0.0882 -0.08435 -0 0683 2.0629 Q.0819 00342 00883
i(t-m: {-1.49) {-1.45) (-1 42) (+147) (=139 (-1.38) {0.52 .1 45)
{Canstant Coefficent .. 0 less -0.2582 <0.2495 02618 Q2448 02439 01382 22575
(t-sTausnc) (-1 62) -158) (-1.54) -1 57) (-15%) (+152) (-0.52) -157
T:me rena Coefficent: 2. a0121, 20118 00116 30119 00115 00114 00091 20119
Jit-saasne) 230 (228} (229) {2.26) (2.22) 12 24) (12 12,27
Chosen 'ag lengin of Gepencent varadie: p 1 1 t 1 1 H 2 1
Ljung -8ox G-statsuc: L{Q) Y15 =021 15=19.87 L(15)=2095 L(15)=20 86 L3S 74 152031 L151=23.38 (i%=113
Progatity Vaiue 0.184 0177 0.138 Q. tat 2,115 0.181 0077 2133
L-M test for uD 10 tourth order residual corretaton 1623 1 6094 17427 13786 13044 0.7429 2T 173
Procabuty Vaiue Q.1818 J 1349 g 1537 81272 0. 1411 0392 3037 21439
-arque-Berg Narmaity Test 55927 52321 7044 T291 5798 9098 26717 529
230301ty VIIUE 00588 3073 0.0295 002383 0 055° 2012 22329 o7 !
9 Dickey-Fuiler Unit Roct Test for the Jog: of Paneia‘’s Price In alfferent cities of Colombdia: 1928-1900
Log Panass Price | Log Paneis Price | Log Panais Price | Log Panaia Prics Log Paneis Price | Log Panels Price | Log Panwa Price | Log Panmis Price
) e L) g Average g ag
9 ing S axciuding exciuding Average
uills Bogota gs _ Cail Manizaies Medsiiin Pamo
CToefficient of capendent vanaoie 1ag one penod: . -0.1042 .1009 -3.1003 -J 03¢ -J.1057 01034 0.1138 -J.1041
!it-smusncy (-1 38} (-1 9%5) (-1 95) -2.00 -2.01 -199) (-218) (-1 98)
Constare Coeflicent 0.3902 02834 03781 -0 3897 33973 3895 04254 03913
1-sIusDe) -183) f-1.94) (~154) (-1 39) (+199) -199) (-2.13) 197
T:me tena Coefficent. 1. 00164 aoe1 00158 20182 001564 0.0182 Q0173 00183
-statsne) 229 25N 12.52) .2.60) {2.54) \2 54) 230 ‘253)
i
f':nosen 13g iengtn of gependent varanie. g 1 ! 3 1 1 i M
I
fLu"g -Box G-stansve LQ) L1§)= 568 ~{*$)=15.83 L(35)=16 88 H{19)=587 Li5¥=15 309 L1S=17 213 W{i5)=6 326 LTEEE S
|2 =oaganty Vaiue G 40a Q.407 2328 3304 0422 0 306 9378 3248
!
1'_0-! €31 101 UD 10 *ourth oraer *e$xIUAl COMTe:ancn 1912 13925 1822 18216 t817 2082 276 * 32285
P’cnaml«v Vatue Q218 S12583 2123 0 1284 0392 Q0985 0 C843 J -537
|
"_arque-2era Normaity Test 5016 ‘078 1733 3c8 1873 122 2898 T
Sr0a0umy Jalue 3 2Ces 2 2 > 2908 2 N
1 NP sene we fouNnd Tt e resiKiuais were NETerosKedastcs. TO COITect tor s Jrobiem we use the YWhis H - ETors &
Augmented Dickey-Fulter Unit Roat Test for the logarthm of Coen's Price (n different cities of C. 1928-1900
' Log Com Price L.og Com Price Log Com Prica | Lag Com Pncs Log Carn Pries Log Com Price | Log Com Price Log Corn Price
! o ge | National Averag ag 0 = g
i 9 : 9 S 9 9 ] Average
1 Bamanauilia Bogota Call Manizales Meaeiiin Pasto
:Csmmm of cenendent vanaoie 1ag one penoa: ;- -0.1009 - 1069 00988 0021 < ‘008 0 1038 21023 -2 1033
- stansic) (-2.05) (-2.14) {-2.05 109 {-2.05) 1-2.28) 209 I
Constant Coetficent 0.4152 -0.4441 0 4088 3428 0 4157 -0 4808 04224 0 4287
{sTatenc) -158) (-20M (-1 99) (202 197 -2.20 (-292) 2385
|
j“metrenq Coefficrernt: 1. aT7 o188 Q.0174 30179 0178 00191 00182 320182 '
|\ t-smuste) @7 (2.82) (273) 2761 274 (2.95) 1279 28m
|Chosen 1ag iengmh ot depencent varaoe o 2 2 2 2 2 2 2 2
i -ung -Box Q-stabste. L(G) L5 = 1792 151871 L 15)=18 87 L{15)=18 94 {1518 28 L15=18 01 L(1S1=18 28 L=IT T
‘chanmrv Vaiue 0287 0.337 3328 Q218 3384 Q282 329 3275
1= Test for up 1o fourth orget residual comeiaton 0.2012 07279 oTTz + 313 0738 0.7 0.3802 0.3045
i Propapaty Vaiue 0.6718 05772 0.548% Q2782 05719 0.5321 0.4827 0f282
| B
i.‘amuo—&en Normaity Test 4218 41583 3.0402 3.3568 2873 34288 31558 32082
{Protapiny aiue 0 1218 Q125 g.2187 0 1868 Q2827 9 1801 02059 2 1992

Note: The Mackinnon 5% Crcal vaiues for reyacnon of the Aull hypothess of unt root @ -3.4838




Augmented Dicxay-Fuller Unt Root Test for the

Table ~ R 16continued)

TeSpecitve city: 1928-1990

of Sairs A National Price (n Colombia exciuding the
Log Sant Price Log Sait Price Loesn‘ma Log Sait Prics Log Sait Price Log Sat Price Log Sait Price Log Sait Prics
e - -y L) A L) e ) N -
] q 9 9 9 9 Average
H quw Sogota Buc. 3 Cah Manizaies Medetitn Pasto
| Coefficient of dependent varabi 129 one Dencd: 1, 0018 04193 00174 00188 0.0182 00185 £0.0181 Q0179
{t-stanse) (-0.83) (0.87) (0.78) (-0 83) {-0.8%) {(<0.8%) 0.7} (-0.82)
Constant Coefficwnt - 0.11%8 0.1184 0.1084 01142 01153 0.1158 Q.1031 D128
(t-statsnc) -1 34) (-1.45) (-132 -138) (-1 44) (-1.45) -120) (+139)
Time trena Coefficent 1. 30087 30088 0.0085 Q0087 0.0087 0.0068 0 0064 Q 0087
(t-statese) .308) 3.01) (2.88) (2.54) (308) {306) 282 (297
Chosen lag length of dependent varable p ‘ 1 1 1 1 1 1 1
Liung -Box Q-shatsne L(Q) W15 =8123 L1578 547 L{15)=7 58 L{15)=7 25 L(15=T 77 1527 812 L(15)26.74 UISET 8
Propacity vaiue 3919 Q989 0.94 098 Q.932 [eh:x") 0985 Q547
L-M test for Up to fourth arder residual Coreiaton 2.7008 34257 0.4785 2452 0.6584 0.553 02895 0 2437
Protacity Vaiue 3595 2789 0.7513 077 0818 03.697 0.8152 27783
Jarque-Bera Normainy Test 8408 5428 64 39 56 751 573 3773 34
Probaoatty Vaiue 2 Q ] 2 ol 0 < Py
Augmentsd Dickey-Fuller Unit Root Test for the iogaritnn of Paneda’s Price in differsnt cities of Colombia: 1928-1900
: Log Rice Price Log Rice Price Log Rics Price Log Rics Prics Log Rice Price Log Rics Price Log Rice Price Lag Rice Prce
! ) ) Aversg L ag Average 2
! 9 9 9 9 g 9 g
: Sarranqullls Bogota Bucaramanga Cal Manizales Medeilin Pasto
|
}Coeffmem of dependent varaoie 1ag one penog: - Q4179 00154 00124 £.0168 -0.0173 Q0182 Q.0199 00158
E:!-mnmc] {-021) (-0.34}) 0.28) (03N (-0.40) {-0.38) (0.43) -0.2%)
1
!Cansum Coefhcent . 00344 -Q 0221 012 -00282 0311 0 0264 0.03% 01027
:zt-smmx) 1228 .18) (-0.09} =321 {<0.23) {0.20) (+3.28) -0 78)
|
{Time rena Coefficrent < 20068 30081 {0058 20062 O 0083 Qo062 C 0068 02062
[ it-sTashe; [l [RIRT (1.15) (129) (12N (133 (128) (12
|Chosen 1ag lengmh of cepencent vanadie o N 2 2 2 2 2 2 2z
i
i_‘ung -3ox C-statsbe L(Q) L) =333 115)=857 L{15)=9 39 (5128 52 Li5)=9 137 L1519 283 WiS=343
f'cozmmv Jalue s 38t 2.899 2.356 0901 087 0864 085§
3-—‘-! “est for up 10 fOurth Sroef resKiual CoreIanon 25195 34708 0.407% 24731 0 3898 Q4307 04544 G 4827
'2ranapaty vatue s 27871 98023 97552 I6714 27887 67398 374t
! Jarque-Bera Normaity Test 3872 10507 1086 11103 73278 -0.962 3158 2
12-2230:10y value JCC8 0% Q.00% 2204 3 C2 2 204 o 06
*{ N NS sene we found nat ne ° were T cOMeCt for TN Problem we uss the White Hetercskecastety-Consistent Smanaara Errors & varance
Augmented Dickey-Fuller Unit Root Test for the logarthm of Com's Price in giffi cities of C 1928-1990
| Log Sugar Price | Log Sugar Prics | Log Sugar Price | Log Sugal Prics | Log Suga Price | Log Sugar Price | Log Sugar Price | Log Sugar Price
| age | N g L) ) ) ) b
i excluding g g "] g 9 Averag: ]
i Bogots o Cail Man (1208 Medeilin Paste
Coefhcient of depenoent vanaole iag one penag: 0012 00128 0117 Q011 00134 go1s 00148 Vs i
iit-statsnc) (-0.34) (0.38) (-0.38) -0 34y 0 41) (0 34) ey “eIn ‘
lanmm Coethcent 0.0426 0.047 .05 0452 0877 00471 2059 33567 |
i\:-wm:) (-0.38) (<0.38) (-8.39) -02%) (-0.44) 03N 10 48) DR
}‘memac««m - 0.0051 0.0081 00051 093049 Q0083 Q0048 00053 Q0051
s@nsnc) (1849 (162) (162 (158) {1 64) {158) (131 {126)
~ }Chosen 13g 'ength of depencent vanabie o 1 1 1 1 1 t 1 '
E'_Junq -Sox C-statrste: L(C) L15)= 24.03 {1523 42 L(15)=24 19 L(1%)=23 81 (1512218 LI5=23 75 {15)=22.48 ;{151:24 o1
IP'ooanlmy Vaiue 3Ce4 Q078 Q062 [1Re ) 0078 2068 0 Q49 CCes
1
L-M test for uo 1 fOUITh oraer resual comelauon 1638 18184 17302 18339 17999 16633 24 ‘T34 i
iprooaudtv Vaiue 0 1682 21407 0 1587 31377 0.1443 21739 o089 S a8 i
;JVCUO‘SGN Normaity Test 163 +2.88 1322 1179 1578 1t 58 1849 1477 i
\P-ooapity vaiue 9 2002 0 2003 2 2.0034 0 2

Note: The Macxinnon 5% crcal vaiues 'or repecton of e null nypothess of unt roct s -3.4838



Table

17

Cointegration resuits: Johansen's Maximum Likelihood Procedure for the Potata's Price Safies (in logs)

Case 1: Cointegration of potato's prics serie in Bogota with potato's price serie in:

Cities H, He | VARIp) | Eigen | Trace | S%critical | Conclusion| B 111) u 1°(1)
: Vatue (1) | Statistic valve He: B=1 He: 40
1.8amanquitia =0 =1 2 02583 179" 15.41 Cl. =1 0.987 032 -0.1069 87.17
r=4 =2 2 0.0257 1.43 3.7€ {0.024) | p=0.57 | {0.015) p=0.0
2. Bucaramanga =0 1 2 0.278% 22.75° 15.41 Cl. =1 2978 3.09 Q.128 7471
=1 r=2 2 0.0585 3682 3.78 {0.014) | p=0.09 | (0.014) p=0.0
3.Cal ~Q r=1 1 02771 20.02° 15.41 Cl, =1 0.988 as 0.013 0.2911
r=1 re2 1 0.0038 0.23 3.78 (0.035) | p=0.07 | (0.025) | p=0.58
4. Manzales =Q r=1 3 02872 21.84° 15.41 Cl, r=1 0.958 429 0.1874 4888
=1 =2 3 0.0544 33 3.78 {0.018) | p=0.04 | (0.022) p=0.0
5. Medeilin =0 =1 2 0.2525 21.19° 15.41 Cl, =1 1.122 11.78 0.0873 388
r=1 r=2 2 0.0603 3.73 3.76 (0.072) p=0.0 (0.029) | p=0.048
§. Pasto =0 rx1 1 0.1498 13.34 15.41 NCi, =Q
ret r=2 1 0.0549 3.44 3.78
Note: standard deviation in parenthesis, Cl: commtegrated, NCI: No coimegrated
Case 2 Cointegration of potato’s price serie in Barranquilta with potato's price serie in:
Cities He H. | VAR(p) { Eigen | Trace | 5%critical | Conciusion| 8 1 B (1)
Vaiue (1) | Statistic vaiue My B Hy: p=0
1. Bucaramanga r=0 =1 1 0.2603 25.47° 15.41 =n
r=1 =2 1 0.1098 7.07* 3.78
2. Cali =g 1 1 0.132 8.75 15.41 NCI, =0
=1 =2 1 00145 0.082 3.76
3. Manzaies =0 r=1 2 0.2453 24.94° 15.41 r=n
r=1 re2 2 0.1318 8.24" 3.78
4. Medeliin =0 =1 1 0.203 16.64* 15.41 Ci, =1 108 168 0.087 2083
r=1 =2 1 0.044 2.8 3.78 {C.049} o=0.2 {0.019) p=0.0
S. Pasto =0 =1 1 0.1547 14.23 15.41 NCI, r=Q
r=1 =2 1 0.0784 4.65° 376
Note: standard deviation (n parenthemis, Cl: cointegrated, NCi: No cointegrated
Case 3: Cointegration of potato's price serie in Sucaramanga with potato's price serie in:
Cities Hy H, | VARIp) | Eigen | Trace | 8% cntical | Conclusion| 6 1 K PRED ]
Vaiue (1) | Statistic value Hy: 81 Ho:u=0!
1. Cali =0 r=1 1 0.2067 1421 15.41 NCI, =0 i
=1 =2 1 0.0013 | 008 3.78 :
2. Manzales =0 =1 3 0.3028 25.18* 15.41% =n
r=1 =2 3 0.0839 3.89° 3.78
3. Medeiiin =0 r=t 1 0.2833 2120 15.41 Cl =1 1.079 8.08 0.1579 3885
r=1 =2 1 0.0144 0.88 3.76 {0.032) p=0.¢ (0.025) p=0.0
4. Pasto r=0 r=1 3 0.1645 15.18 15.41 NCi, =0
=1 =2 3 0.0748 4.58* 3.78
Note: standard deviation in parenthesis, Cl: cointegrated. NCl: No coumtegrated
Case 4: Cointegration of potato's price serie in Cali with p ‘s price serie in:
Cities Ho M. | VAR(p) | Eigen | Trace | 5% criticai | Conciusion B (1) n PRI
Vaiue (1) | Statistic value Hy: 8=1 Hy i u=0
1. Manzales =0 r=1 1 0.2214 16.04° 15.41 Ci. =1 1.043 1.34 0.1239 48581
=1 =2 1 0.012% 0.77 3.76 {0.051) | p=025 | {0.018) p=0.0
2. Medetlin =0 =1 2 02717 19.08° 15.41 Cl. =1 1.144 8.3 -0.1054 85.01
r=1 =2 2 0.0004 0.03 3.78 0032) [ o=00 | (0.022) | p=00
3. Pasto ™Q r=1 3 0.2005 1867 15.41 Cl =1 1072 2352 0.3554 139.7
ra1 2 3 00s71 | 347 378 (0.048) | pe0.11 | (0.042) | p=0.0 |
Nota: standard daviation in parenthesss, Ci: cointegrated, NCi: No cointegrated
Case 5. Cointegration of potato’s prics sesie in Manizales with potato's price serie in:
Cities H, M. VAR(p) | Eigen Trace | 5% crtical | Conciusion B () B (1)
Value (3} ] Statistic value Hy 1 B3t He: p=0
1. Medellin =0 a1 3 0.3483 26.24° 15.41 Cl. =1 108 8.51 02 45.17
=1 =2 3 0.0148 0.59 3.78 {0.C20) p=0.0 (0.027) 2=0.C
2. Pasto =0 =1 3 02045 16.81° 15.41 Cl.r=1 1.08 218 02379 6908
=1 =2 3 0.0548 an 3.78 {0.029) | p=0.14 | (0.028) o= O
Note: standard deviation in parenthesis, Cl: cointegrated, NCl: No cointegrated
Case §: Cointegration of potato’s price serie in Medeilin with potato's price sefie in:
Cities Heo H, | VARIp) | Eigen | Trace | 5%ecriticai | Conclusion| B (1) » 21
Vaiue (1) | Statistic vaiue Hy: f1 Hy: p30
1. Pasto =0 r=1 3 0.1354 9.33 15.4% NC1, =0
r=1 =2 3 0.0209 1.24 378
Note: d In paremnth Cl: contegrated, NCi: No comtegrated



Coinmgration résuits: Johansen's Maximum

[

Likesibood

Case 1: Cointegration of penela’s price sene in Bogota with panela’s price serie in:

L edfD
; Procedure for the Paneis's Price Series (in logs)

Citea H, H, | VAR(p) | Eigen | Trace | 5% criticai | Conclusion| B 1) u 1)
Vaiue (1) | Statistic| _value H, : p=t Hy : u=0
t Barranquilta r=Q =t 1 0.2206 | 1555° 15.41 Cl, =1 0914 6.75 | 0.118% | 30.82
r=1 =2 1 0.0058 | 035 376 (0.036) | p=0.0t | 0.021) | p=00
2. Bucaram. =0 =1 1 0.28 24 41 25.32 NCIL r=0 1/
=1 a2 1 0.0692 437 12.25
3. Cati =0 r=1 1 02918 23.14" 15.41 Ci, =1 0.884 16.4 0.1525 9922
r=1 =2 1 0.0339 2.11 3.76 (0.008) | p=0.0 | (0015 | p=0.0
4. Manzales r=( mi 1 0.2516 22.58° 15.41 ran
=1 =2 1 Q.077 491 3.78
S. Medetlin =0 r=1 2 0.2525 21.19° 15.41 Cl. =1 1.122 11.75 { -0.0573 3.86
=1 r=2 2 0.0603 3.73 3.76 (0.072) | p=0.0 | (0.029) | p=0.046
6. Pasto =0 =1 1 0.1812 14.54 15.41 NCL, r=0
r=1 =2 1 0.0377 235 3.76
Note: standard deviation in parenthesis, Cl: caintegrated, NCI: Na cointegrated. 1/ Trend inciuded in conntegration space
Case 2: Cointegration of panel/a’s price serie in Barranquilla with panela’s price serie in:
Cities H, M, | VAR(p)| Eigen | Trace | 5% criticai | Conciusion| 5 (1) n 111
Value (1)} Statistic | value Hq: p=1 Hy: u=0
1. Bucaramanga =0 =1 3 0.2 1455 15.41 NCI, r20
r=1 =2 3 0.0233 1.29 3.76
2. Caii =0 =1 1 0.2481 18.06" 15.41 Ci, r=1 0.966 28 0.2974 9419
=1 =2 1 0.0135 0.83 3.78 (0.036) | p=0.44 | (0.031) p=0.0
3. Manizales =0 r=1 1 0.235¢ 19.31* 15.41 Cli, r=1 0.978 0.81 01731 2295
=1 r=2 1 0.0464 2.9 3.76 (0.020) | p=0.37 | (0.024) | p=0.0
4. Medeilin =0 =1 2 0.2051 16.837° 15.41 Cl, =1 1.021 0.21 0.1525 2397
=1 =2 2 0.0504 3.1 3.76 (0.042) | p=06S | (0.033) p=0.0
S. Pasto r=0 =1 1 0.2523 20,01 15.41 Cl. r=1 1.032 066 | 0.3088 489
=t =2 1 0.0366 2.28 3.76 (0.038) | p=0.42 | (0.047) | p=0.0
Note: standard deviation in parenthesis, Cl. cointegrated. NCI: No cointegeated
Case 3: Caintegration of paneia's price serie in Bucaramanga with 'S price sefie in:
Cities H, H, | VAR(p)| Eigen | Trace | 5% critical | Conciusion| B 1) i 1N
Vaiue (1) ] Statistic value Hy: p=1 My : p=0
1. Caii r=0 r=1 1 0.0893 7.31 15.41 NCI, =0
ret =2 1 0.026 1.61 3.76
2. Manizaies =0 =1 2 0.2364 2438 25.32 NCIL. =0 1/
r=1 =2 2 01277 8.2 12.25
3. Medceiiin =0 =1 1 0.1235 12.35 15.41 NC!. =0
r=1 =2 1 0.0682 4.31 3.76
4. Pasto =0 r=1 1 0.1198 10.16 15.4% NCi, =0
=1 r=2 1 0.0385 24 3.76
Note: standard deviation in parenthesis, Cl: cointegrated, NCI: No cointegrated. 1/ Trend included in cointegration space
Case 4: Cointegration of paneia's price serie in Caii with psne/a’s price sefie in:
Cities H, H, VAR(p) | Eigen Trace | 5% critical | Conclusion p 2°(1) n FRED
Vaiue (1) | Statistic vaiue Hy: p=1 Hy : u=0
1. Manizaies =0 =1 3 0.3899 32.66° 15.41 Cl. =1 09587 0.02 -0.1039 1397
r=1 =2 3 0.0578 3.51 3.78 (0.022) | 0=0.89 | {0.031} =00
2. Medaetiin r=0 r=1 2 0.248 20.19° 15.41 Cl, =1 1.009 0.18 | 0.1149 | 6368
r=1 r=2 2 0.0501 3.09 3.78 Q017 | =067 | (0.016) | p=00
3. Pasto =0 r=t 1 0.1665 1337 15.41 NCI, =0
=1 r=2 1 0.0383 2.19 3.76
Note: standard deviabon in psrenthesis, Cl: cointegratad, NC!I: No cointegrated
Case 5: Cointegration of psneia’s price serie in Manizales with panela's price serie in:
Cities H, H, | VAR(p} | Eigen | Trace | 5%critical | Conclusion| B () N (1)
Value (1) | Statistic vaiue Hy: 8t Hy : =0
1. Medeihn =0 =1 1 0.1773 1388 15.41 NCI. =0
=1 =2 1 0.032 1.99 3.78
2. Pasto =0 r=1 1 0.1882 16.01° 15.41 Cl. r=1 1.06 208 0.1345 382
r=1 r=2 1 0.05825 3.29 378 10.042) | p=0.15 | (0.038) p=0.0
Nate: standard deviabon 1n parenthes:s, C!: contegrated, NC!: No cointegrated
Case §: Cointegration of paneia’s price sefie in Medetlin with p /a's price sene in:
Cites Ho M., | VAR(p)| Eigen | Trace | §%critical | Conclusion () B 1M
Vaiue (A}| Statistic|  value M, : p=t Hy : u=0
1. Pasto =0 r=1 2 0.1249 13.83 15.41 NCI, =0
r=1 =2 2 0.0926 5.83° 3.76

Note. standard deviation in parenthes:is, Cl: cointegrated, NCI: No cointegrated




Cointegratiorrresuits: Johansen's Maximum Likel#hood Procedure for the Rice Price Series (in logs)
Case 1: Cointegration of rice’s price serie in Bogota with rice's price serie in:

Cities H, H, [VAR(p)| Eigen | Trace | 5% critical | Conciusion]  § 1) " AN
. Value (1} Statistic|  vaiue Hg : p=t He : 40
1.Bamanquila r=(0 r=1 2 3.3383 31.7%° 15.41 Cl, r=1t 1.077 758 .028 385
r=t r=2 2 0.04 2.45 3.76 (0.038) | p=0.01 | (0.015) | p=0.049
2. Bucaram. =0 r=1 1 02258 | 18.48" 15.41 Cl, =1 0943 523 0.1757 417
r=1 =2 1 0.0458 2.87 3.76 {0.028) { p=0.02 | (0.027) | p=0.0
3. Caii =0 r=1 1 0.2705 233 2532 NClL.=0 1/
r=1 =2 1 0.0644 406 12.25
4 Manwizales r=Q m 1 0.1982 16.51° 15.41 Ci, r=1 1.07 464 -0.081 11.86
r=1 r=2 1 0.0485 3.03 3.76 (0.045) | p=0.03 | (.01 | p=0.0
5. Medeilin =0 =1 1 0.1634 14.97 15.41 NCI, =0
r=1 =2 1 00648 | 409" 3.76
6. Pasto r=Q =1 2 02437 | 25.84° 15.41 r=n
r=1 =2 2 0.1345 8.81" 3.78
Note: standard deviation in parenthesia, Cl: cointegrated, NCI: No cointegrated. 1/ Trend included in cointegration space
Case 2: Cointegration of rice's price serie in Barranquilla with rice's price sene in:
Cities H, H, | vAR(p)| Eigen [ Trace | S%critical | Conciusion| p 211) u 1)
Value (1) Statistic]  vaiue Hy: p=t Ho:u=0
1. Bucaramanga r=0 r=1 1 0.4289 3457 15.41 Cl. rs1 0.986 0.58 0.093 9.69
=1 =2 1 0.0065 0.4 3.76 (0.019) | p=0.45 | (0.031 p=0.0
2. Cali =0 =1 2 0.3279 | 2564" 15.4% Cl =1 0.825 13.12 0.079 7.
=1 =2 2 0.0296 1.8 3.76 (0.028) [ p=0.00 { (0.033) | p=0.006
3. Manzaies ~Q r= 2 0.2667 21.75* 15.41 Cl =1 0.962 268 -0.008 1.02
r=t a2 2 0.051 3.14 3.76 (0.026) | p=0.1 {0.016) | p=0.30
4. Medeliin r=0 r=1 1 0.3515 28.84" 15.41 Cl, r=t 1.0004 0 00816 | 13.31
r=1 =2 1 0.039 2.42 3.76 (0.012) | p=098 | (0011Y | p=0.0
S. Pasto =0 r=1 1 0.3159 24,11 15.41 Cl. =1 0.921 5.24 0.1031 182
r=1 =2 1 0.0155 0.95 376 (0.050) | p=0.02 | (0037 { p=0.0
Note: standara deviation it parenthes:s. Ci: comntegrated, NC!: No cointegrated
Case 3: Cointegration of rice’s price serie in Bucaramanga with rice’s price serie in:
Cities H, H, VAR(p) | Eigen | Trace | 5% critical | Conclusion ] 1°1) R (N
Value ()] Statistic|  value Hy: p=1 Ho: =0
1. Cali r=0 r=1 2 0.1854 18.53* 15.41 r=n
r=1 ra2 2 0.0985 6.22° 3.76
2. Manizales =0 =1 1 0.24 20.70" 15.41 Cl =t 105 3.16 0.1762 | 27.82
=1 =2 1 0.0451 2.82 3.76 (0.032) | p=0.08 | (0.029) | p=00
3. Medeilin =0 =1 2 02238 | 1767 15.41 Cl. r=1 1.065 $08 |-02322| 5122
r=1 =2 2 0.0403 2.47 3.76 (0.036) | p=0.02 | (0.042) p=0.0
4. Pasto r=0 =1 2 02173 | 23.35* 15.41 r=n
r=1 r=2 2 0.1343 8.65° 3.78
Note: stanaard deviation in parenthes:s, Cl: cointegrated, NCI: No cointegrated.
Case 4: Cointegration of rice’'s price serie in Caii with rice’s price serie in:
Cities H, M, | VAR(p)| Eigen | Trace | 5% critical | Conclusion]| p (1) u 21
! Vaiue {1) | Statistic vailue Hy @ g1 Hy: u=d
1. Manzales =0 r=1 2 0.3204 | 28.21° 15.41 r=n
=1 =2 2 0.0956 6.03" 3.76
2. Medellin =0 =1 ] 0.1748 | 1437 15.41 NCI, r=0
r=1 r=2 1 0.054 3.22 3.76
3. Pasto =0 =t 1 02955 | 3422 2532 r=n 1/
r=1 ™2 1 Q.19 12.85° 12.28
Nots: standard deviation in parenthesis, Cl: cointegrated, NCI: No cointegrated. 1/ Trend included in comntegration space
Case 5: Cointegration of rice’s price serie in Manizaies with rice price serie in:
Cites H, H, | VAR(p)| Eigen | Trace | 5%cntical | Conclusion] 8 1(1) K 1(1)
Value (1)} Statistic|  value Hy: B=1 He: p=0
1. Medeilin =0 r=1 2 02605 | 28.44° 15.41 r=n
=1 =2 2 0.1582 10.33" 3.76
2. Pasto r=0 r=1 1 0.2689 | 3261° 25.32 r=n 1/
r={ =2 1 0.1986 | 13.51" 12.25
Note: standard deviation in parenthesss, Cl: cointegrated, NC!: No cointegrated. 1/ Trend included in cointegration space
Case 6: Cointegration of rice price serie in Medellin with rice price serie in:
Cities H, H, | VAR(p)| Eigen | Trace | 5%critical | Conclusion| 2 § 1)
Vaive (1)| Statistic| vailue Hy: p=1 Hy: p=0
1. Pasto r~0 r=t 1 03348 | 3758 25.32 r=n 1/
=1 rs2 1 0.1877 12.68° 12.25

Note: standard deviation in parenthesis, Cl: cointegrated, NCi: No cointegrated, 1/ Trend included in the cointegrating space
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Cointegration resuits: Johansen's Maximum Liketihood Procedure for the Salt Price Series {in logs)

Zasa 1: Cointegsation of sait's price serie in Boc with salt's price serie in:
sives H, H, VAR(p) | Eigen | Trace | 5% critical | Conciusion ) (%) " 21y
Vaiue (3) | Statistic vakue Hy: B=t He: u=0
: Barranquilta =0 el 1 01778 1338 15.41 NCI, =0
=1 r=2 1 0.0381 2.22 378
1. Bucamam. =0 =1 2 0.1398 11.53 15.41 NCI, r=0
r=1 =2 2 0.0539 3.1 3.78
3. Cali =0 rat 1 0.2042 2420 15.41 r=n
=1 ra2 1 0.1781 11.18° 3.76
i Mangaies =0 =1 2 0.1774 14.11 15.41 NCI, r=0
=1 r=2 2 0.0552 3.18 3.7
3. Medetiin =0 =1 1 0.1888 20.52° 15.41 =n
=1 =2 1 0.1609 | 10.00" 3.78
5. Pasto r=0 r=1 1 0.1883 19.19° 15.41 =n
=1 =2 1 0.1201 7.29° 3.78
Nots: standard deviation in parenthesis, Ci: cointegrated, NC!: No cointegrated
Zase 2. Cointegration of sait's price serie in Barranquilla with sait’s price serie in:
Cites Hy He | VAR(p) | Eigen | Trace | S%critical [ Conciusion| 8 1) " 1%}
Vaiue (1} | Statistic vaiue Hy: p=t Hy: u=0
1. Bucaramanga =0 r=1 1 0.2881 2178° 15.41 Cl, =1 0.305 798 .078 7.54
r=1 r=2 1 0.0455 285 3.78 {0.095) | p=0.0 (0.037) { p=0.01
2. Cal ~Q =1 1 02301 20.00* 15.41 ren
=1 =2 1 0.0855 5.09" 3.78
3. Manizaies r=0 = 2 0.172 15.30 15.41 NCt, =0
=1 =2 2 0.0819 4.48° 3.78
4. Medeilin =0 r=1 1 0.209 1495 15.41 NCi, =0
r=1 =2 1 0.0273 1.58 3.78
S. Pasto r=Q =1 3 0.1833 15§20 15.41 NCI1, =@
=1 r=2 3 0.0718 4.09 3.76
Nots: deviation i1 p cL grated, NC!: No cointeg
Case 3: Cointegration of sait's price seri¢ in Bucaramanga with sait's price sefie in:
Cities M, H, | VAR(p) | Eigen | Trace | 5%critical | Conclusion| 8 {1 [ W 2:1)
Value (1) | Statistic vaiue He: §=1 Mp: us0
1. Caii =0 =1 2 0.15852 15.07 15.41 NCi, r=0
=1 =2 2 0.0955 5.82° 3.78
2. Manzaies =Q =1 2 0.1674 14.71 15.41 NCI, =0
=1 =2 2 0.0784 445 3.78
3. Medetlin =0 =1 2 0.1691 14 36 15.41 NC!, =0
r=1 =2 2 0.0731 417 3.78
4. Pasto =0 r=1 2 0.1585 12.48 15.41 NCI, =0
=1 =2 2 0.0510 2.93 3.7¢
Note: standard deviaton in parenthes:s, Cl: cointegrated. NCI: No cointegrated
Case 4: Cointegration of sait's price serie in Cali with sait’s price serie in:
|Cities Ho H, | VAR(p) | Eigen | Trace | 5% critical | Conclusion| § 2°(1) " (N
i Value (1) | Statistic value Hy: p=1 Hg: u=0
[+ Manzaies =0 =1 1 0.3347 3112 15.41 =n
i =1 =2 1 01292 | T7.89" 3.76
'2. Medeilin =0 =1 2 02208 | 22.2%° 15.41 ran
r=1 =2 2 Q.1374 8.28° 3.78
3. Pasto =0 1 1 C.1941 | 2036" 15.41 =n
i =1 =2 1 0.1319 8.08" 3.76
Note: standard ion in parenth Cl: cointegrated, NCI: No cointegrated
Case 5: Cointegration of sait's price serie in Manizaies with sait price serie in:
‘Ciues Ho H, | VAR(p) | Eigen | Trace | S%cntical | Conciusion| 8 (1) K (1)
| Vaiue (1) | Statistic | value Hy: g He: u=0
1. Meceiiin =0 =1 3 0.215 185.92" 1541 Cl, r=1 0.900 6.11 0.099 11.95
: =1 =2 3 0.0483 2.81 3.78 (0.058) | p=0.01 ! (0.028) p=0.0
2. Pasto =0 =1 1 0.1962 20.14° 1541 r=n
i =1 =2 1 01261 | 7.68° 378
Note: standard deviation in parenthesis, Ci; coimtegrated, NCI: No cointegrated
Case §: Cointegration of sait price serie in Medellin with sait price sefie in:
[Ctes He H. | VAR(p) | Eigen | Trace | 5%critical | Conciusion| B (1 n (1)
1 Value (1) | Statistic value He: B=1 He : p=0
|1. Pasto r=Q =1 1 G.1982 20.14° 15.41 =n
\ =1 =2 1 0.1291 788 3.78

Note: smndard deviation in parenthesss, Cl: cointegrated, NCI: No coinmtegrated
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Table I7e

Cointegration resuits: Johansen's Maximum Likelihood Procedure 1o the Com Price Series (in logs)
Caatcmmdcom'spdceseﬁeinaogoummm'spﬁc.min:

Citien H, H. | VARIP) | Bigen | Trace | 5% critical | Conclusion| p () u (N
Vaiue (1} | Statistic value Hy: Bt My : u=0
1.Bamanquile =0 m 2 0.18677 1440 15.41 NCi, =0
r=1 =2 2 0.0713 4.14 3.78
2. Bucaram, =0 a1 1 04161 | 34.83° 26.32 Clet1 | 1352 | 1553 | 1496 | 21.38
r=1 re2 1 0.1235 5.568 12.25 {0.085) 0.0 (0.205) p=C.0
3. Cah =0 r=1 1 0.3608 a2 25.32 Cl,r=1 v/ 1.447 12.03 1.88 238
ra1 ra2 1 0.1298 7.93 12.28 (0.015) | p=0.0 {0.47) p=0.0
4. Manizales =0 =1 1 02333 18.85° 15.41 el =1 0.999 0.00 0.0728 7.35
=1 r=2 1 0.0576 3.44 3.78 (0.025) | p=0.99 | 0033) ! p=00
5. Medetlin =0 =1 2 024 18.7¢" 15.41 Cl. =1 1122 11.21 3.075 13.92
=1 =2 2 0.0588 3.39 3.76 {0.039) p=0.0 (0.021) 0=0.0
6. Pasto r=Q r=1 2 0.2227 | 2083 15.41 r=n
r=1 r=2 2 0.1416 7.79° 3.78
Naote: standard deviaton in parenthes:s, Ci: cointegrated, NCI: No cointegrated, 1/ Trend included in the cointegrating space
Case 2 Cointegration of comt’s price serie in Barranquiila with comn’s price serie in:
Chies H, H, | VAR(p) | Eigen | Trace | 5% critical | Conclusion] 8 FARH) u (1)
Vajue (1)} | Statistic vaiue Hy: B=t Hy: =0
1. Bucaramanga =0 r=t 2 0.1382 13.07 15.41 NC!, =0
=1 =2 2 0.101% 5.48 3.78
2. Cali =0 r=1 3 0.1788 15.01 15.41 NCI, =0
r=t r=2 3 00753 4.30° 3.78
3. Mamzales =0 =1 2 0.1228 11.94 15.41 NCI, r=0
=1 =2 2 0.0788 4.60 3.78
4. Meaellin =0 r=1 1 0.252¢ 19.88 15.41 €l r=1 1.138% 11.77 00899 12.85
r=t =2 1 0.058 3.29 3.78 {0.031) p=0.0 (0.025) p=C.0
S. Pasto =0 =1 2 02962 2474 28.32 NCl. =0 1/
=1 =2 2 0.1253 6.82 12.25
Note: standard d h p: Ci: contagrated. NCI: No contegrated. 1/ Trend inciuded in the cointegrating space
Case 3: Cointegration of comn’s price serie in Bucaramanga with com's price serie in:
Cites Hq H, VAR(p) | Eigen Trace | &% criticat | Conclusion B () B 111
Value (1} } Statistic vaiue Hq @ 321 Ho @ u=0
1. Can =0 =1 1 0.3582 26.58° 15.41 i = 1.007 0.43 £.021 21N
=1 =2 1 0.0851 35 '3.78 (0.009) | p=0.51 } (0.018) | p=0.148
2. Manizales =Q r=1 1 0.4533 34.48° 15.41 Cl, =1 1.019 355 -0.0008 0038
=1 =2 3 Q0.05872 3.08 3.76 (0.008) | p=0.06 | (0.002) { p=0.344
2. Medeiiin =0 =1 1 0.5303 50.4* 25.32 Cl =11/ 0.926 768 -0.4331 7.96
r=1 =2 1 0.0962 526 12.25 {0.024) | »=0.01 (Q.16) p=0.0
4, Pasto =0 =1 2 a2t 10.13 15.41 NCI, =0
r=1 r=2 2 0.0748 3.81 3.78
Note' stanaard deviation in parenthesis, Cl. cointegrated, NCI: No coirtegrated, 1/ Trend inciuded in the cointegraung space
Case 4. Cointegration of corn's price serie in Cali with corn’s price serie in:
Icities H, H. | VAR(p) | Eigen | Trace | 5% critical | Conclusion| § 201 R N
F Vaiue {1} | Statistic vaiue Ho: p=t Hy: pu=0
"1 Manzales =0 r=1 2 02902 | 32.10° 2532 =n v/
) =1 =2 2 0.2059% 12.91° 12.28
2. Medeliin =0 =1 1 02411 19.61* 15.41 ren
‘ r=1 =2 1 0.0858 | 338 78
3. Pasto =0 r=1 1 C.4032 3o 184 r=n
i r=1 =2 1 0.0781 4.23° 3.7¢
Note: standard deviation in parenthesis, Cl: cointegrated, NCl: No coimtegrated, 1/ Trend inciudad in the contegrating space
Case 5: Cointegration of comt’s price serie in Manizales with com price serie in:
{Crties Hao H, VAR(p} | Eigen Trace | 5% criticat { Conclusion B (1) " 1N
i Vaiue (1) | Statistic vaiue He: Bt He: u=0
i 1. Medeilin =0 =1 2 0.33268 2588 15.41 Cl, =1 1034 283 00012} 00102
i r=1 =2 2 0.0558 3.2 3.78 (0.020) | p=0.08 | (0.014) | p=0.91
12. Pasto =0 =1 1 0.1962 4912~ 1541 r=n
I r=1 =2 1 0.1281 5.08* 3.78
Note: o in parenth Cl: cointegrated, NCl: No contegrated
Case 6: Cointegration of com price serie in Medaedlin with com orice sarie in:
iCttes H, H. | VAR{p) | Eigen | Trace | S%critical | Conclusion]| 2171 " 1°1)
; Value (1} | Statistic|  vaiue Hy: Bt He: u=0
1. Paso r=0 =1 2 0.1612 13.29 15.41 NCI, =0
1 r=1 =2 2 0.0911 4.68° 3.78
Note: d d n par . Cl: coir NCl: No atod
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Table -. 17f
Cointegration resuits: Johansen's Maximum Likelthood Procedure for the Sugar Price Series {in logs)
Case 1: Cointegration of com's price serie in 8ogota with sugar's price sevie in:

Cities H, He VAR{p} | Eigen | Trace | S$%criticai | Conclusion{ 3 1) ..1 RET
Vailue (1} | Statistic vaiue Hy: =1 Hy: u=0
1.Barranquiita =0 =1 1 02178 16.91° 15.41 Cl, =1 1018 0.64 <0.0352 S.07
r=1 =2 1 0.0858 3.68 3768 {0.017) | p=0.42 | (0017 | p=004
2. Bucaram. r=Q at 1 03599 | 31.70" 15.41 =n
rs1 r=2 1 0.1315 7.62° 378
3. Cali =0 r=1 1 0.1629 1559 1541 =n
r=1 =2 1 Q.1087 6.1° 373
4 Manzaies r=Q r=1 2 0.174 1327 15.41 NCI. =0
=1 =2 2 0.062 333 3.76
S. Medetlin =0 =1 1 0.3034 2917 25.32 ClLr=ti Y 1.181 9.87 05611 | 28.024
=1 =2 1 0.1637 9.65 12.25 {0.042) | p=00 | (0.084) | p=CO
6. Pasto =0 =1 1 0.1781 1497 15.41 NCl. =0
=1 r=2 1 0.1003 5.28° 3.78
Note: rd d jon in B Cl: cointegrated, NC!: No cointagrated. 1/ Trend inciuded in the coimegrating space
Case 2 Cointegration of 3 price sefie in Barranquilla with sugar's price sefie in:
Cities H, H, | VAR(p) | Eigen | Trace | S%critical | Conclusion| AL " 1
Value (1) | Statistic value Hq: =t Ha: u=0
1. Bucaramanga r=0 =1 1 0.1795 14.82 15.41 NCI, r=0
=1 r=2 1 0.0738 4.14° 3.78
2. Caii =0 =1 1 0.2459 18.38% 15.41 Cl. r=1 0.957 245 0.1447 74.95
=1 =2 1 0.0564 3.14 3.76 {0.038) | p=0.12 | (0.014) p=0.0
3. Manizales =0 =1 3 0.1881 13.64 15.41 NCI. =Q
r=1 =2 3 0.0548 2.94 3.78
4. Medeitlin r=Q =1 1 0.2848 27.50° 25.32 Cl, = 1.077 3.81 0.2837 10.85
=1 r=2 1 0.1598 3.4 12.25 (0037) t p=005 | (0C8Y) £2=0.0
S. Pasto =0 =1 1 0.2381 18.33° 15.41 =n
=1 r=2 1 0.0881 4.99" 3.76
Notes: standard deviation in parenthess, Cl: 9 NC:: No d. 1/ Trend inciuded i the coimegrating space
Case 3: Cointegration of r's price serie in Bucaramanga with Sugar's pfice serie in:
Cities H, H, | VAR(p) | Eigen | Trace | 5%cntical | Conclusion| B 1N N (1)
Value (1.} | Statistic value H, : p31 Hy: u=0
1. Caii =0 =1 2 0.2897 30.21 2532 ClLr=t 1/ 0.518 0.43 Q.0821 1.64
r=1 =2 2 0.1871 11.39 12.25 {0.019) p=20.51 (0.068) p=0.20
2. Manzates =Q =1 1 0.4533 34.46° 25.32 Cl =1 1/ 1019 355 00008 | 0038
=1 =2 1 0.0572 3.08 12.25 (0.008) | p=0.06 | {(0.002) | »=0.844
3. Medeilin =0 =1 1 0.3813 kO 2532 Cl.=11/ 1.1C8 2.06 0.485 42.59
=1 =2 1 0. 1668 984 12.25 (0.032) | p=0CC (©.07) 0=0.0
4. Pasto =Q =t 3 0.1804 144 1841 NCI, =0
=1 l =2 3 0.0852 | 4.45° 3.78
Note: standard deviation in parenthesis, Cl: comntegrated, NC!: No cointegrated. 1/ Trend included in the cointegrating space
Case 4: Cointegration of sugar's price sefie in Cali with sugar's price serie in:
Cities Ho H, | VAR(p) | Eigen | Trace | 5% critical | Conclusion| 3 11 " 1)
Value {1} ] Statistic vaiue He: B=1 Hy : u=0
1. Manzales =0 r=1 2 0.4041 37.44° 2532 Cl.rel V/ 1.02 083 0.074 118
=1 =2 2 0.172 10.00 12.25 (0.018) | p=0.35 | (0.082) ; p=0.28
2. Medeiiin =0 =1 2 0.2324 2355 25.32 NCI 1/
=1 r=2 2 0.184S 9.53 12.2S
3. Pasmo =0 r=1 3 0.2417 269 15.41 r=n
rx1 =2 3 0.1838 9.3 3.78
Naote: standard deviation In parenmthesis, Cl: cointagrated, NCi: Na cointagrated. 1/ Trend included in the coirtegrating space
Case 5: Cointegration of sugar's price serie in Manizales with sugar price serie in:
Cities M H, VAR(p) | Eigen | Trace | 5% critical { Conclusion B 2t B 111)
Vatue (1) | Statistic value Hy: Pt My u=0
1. Medeilin =0 =1 1 0.3281 3141 25.32 cl.r=t 1/ 1.18% 10.72 0.555 3432
rxq =2 1 0.1718 10.18 12.25 (0.041} p=0.0 {0.079) p=0.0
2. Pasto =0 =1 1 0.4082 38.38 15.41 r=n
r=z1 =2 1 0.1727 10.24* 376
Note: standard deviation in parenthesss, CI: cointegratad, NC!: No cointegrated. 1/ Trend included in the cointeg Ing space
Case 6: Cointegration of sugar price serie in Mededin with sugar price serie in:
Cities Ho H. | VAR(p) | Eigen | Teace | 5%critical | Conclusion| 8 1) u (1)
Vaiue (1) | Statistic | vaiue Hy: B3% Hq:p=0
1. Pasto =0 =1 1 0.4208 4151 25.32 e, =tV 0.879 11.24 -0.4849 21.268
r=1 r=2 1 C.1998 12.02 12.25 0.7 | p=0.0 (Q.11) p=0.0
Note: standard d n th Cl: cow ated, NC!: No cointegrated. 1/ Trend included in the countagrating space
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7 Graphs

Graph 1: Railroads Operating Revenues (pesos 1950)

100,000,000

90,000,000

80,000,000 . h -

70,000,000 /\ I/’/\Wf/\l \\]\‘\/\ ]A\‘\ /‘\[/‘\"/\.}\\

. ;

60,000,000 / ‘\ /, .-"‘:i:\-, - . \ ‘,
$ 50,000,000 Voo =" LN ,\,Z.

40,000,000 //

30,000,000 f[ = _."
20,000,000 f\,f ; al

10,000,000

0

B 0 0 o e
1905 1918 1923 1928 1933 1938 1943 1948 1953 1958 1963 1968 1973 1978
years

—e—Tota ---=---Naiona

Source: Maria Teresa Ramirez, On Infrastructure and Economic Growth, UIUC dissertation, Chapter 3.

Graph la:Net Operating Revenues (pesos 1950)
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Graph 2: Railroads Freight
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Graph 2a: Railroads Freight Ton-Km
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Graph 3: Railroad Passengers
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Graph 3a: Railroad Passenger Km
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Graph 4: Railroads Rates per Ton-Km (constant pesos 1950)

0.35

03 ‘/**

0.25 \&NK
02 \\\
0.15
0.1 ‘\‘\\‘“‘\A

0.05 v\*\/"‘\'4\‘\‘\K‘~V‘K%~o—~)*‘“0\LA_A‘o~o\. N

0

<

1931 1935 1939 1943 1947 1951 1955 1959 1963 1967 1971 1975 1979
years

—e—rate

Source: Maria Teresa Ramirez, On Infrastructure and Economic Growth, UIUC dissertation, Chapter 3.

Graph 4a: Railroads Fare per Passenger-Km (constant pesos 1950)
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Graph 5: Magdalena River: Tons of Freight
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Graph 6: Value of Coffee Exports/ Value of Total Exports
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Graph 7: Railroads Type of Freight (% total freight)
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Graph 8: Quantity of Coffee Shipped by Railroads
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Graph 8a: Coffee (quantity) Sharein Total freight shipped by railroad
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Graph 9: Response of Railroadsto a shock in Coffee
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Graph 10: Response of Coffee to Shock in Railroads
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Graph 11: Response of Highwaysto a shock in Coffee
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Graph 12: Response of Coffeeto a shock in Highways
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Graph 15: Coefficient of Variation-Commaodity Price
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Graph 4.15: Coefficient of Variation-Commodity Price (continued)

3. Corn Price
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Graph 15: Coefficient of Variation-Commaodity Price (continued)

5. Sugar Price
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Graph 15: Coefficient of Variation-Commaodity Price (continued)

7. PlantainsPrice
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